
가족 및 보호자용

AI는 우리가 일하고 교육하는 방식을 바꾸고 있습니다. 
Google은 오랫동안 이러한 상황에 대비해 왔으며, 2001년 
Google 검색에 맞춤법 자동 교정 시스템을 도입하면서 최초로 
AI를 사용했습니다. 이제 AI는 다양한 Google 제품에 탑재되어 
매일 수십억 명의 사용자들이 사용하고 있습니다. 

Google은 AI를 활용해 학습을 재구상하는 과정에서, 지난 10여 
년간 수업용 디지털 도구를 개발하면서 얻은 정보를 
적용하였으며 안전에 중점을 두고 AI 환경을 설계했습니다.  

보호자를  위한     
가이드 

이 가이드를  통해  교육 , 데이터  보안 , 개인  정보  보호  기능에서  AI가 어떤  
역할을  하는지  알아보고 , 자녀가  AI에 기반한  미래에  대비할  수 있도록  
돕는  방법에  대해  자세히  알아보세요 .  

AI란 정확히 무엇일까요? 생성형 AI란 무엇일까요? 
AI는 자연 지능을 모방할 수 있도록 학습된 컴퓨터 시스템으로, 사용자가 정보를 이해할 수 있도록 
돕고 사용자에게 정보를 추천합니다. AI는 사용자가 Google 검색이나 YouTube와 같은 도구로 검색할 
때 관련 콘텐츠를 추천하거나, Google 인프라 내에서 데이터 보안을 유지하는 등 도구의 기능을 한층 
강화해 줍니다. 

생성형 AI는 간단한 프롬프트 입력만으로 텍스트, 이미지, 음악, 코드 등의 새로운 콘텐츠를 생성하는 
데 중점을 둔 AI입니다. Gemini 앱은 모든 학교 계정에 대한 추가 데이터 보호 기능이 포함된 Google의 
무료생성형 AI 채팅 환경입니다.  

 

AI가 학교 교육 및 학습에 적용되고 
있는 이유는 무엇일까요? 
AI를 사용하면 새롭고 강력한 방법으로 교육자와 
학습자를 지원할 수 있습니다. 교육 분야에서 AI는 학습 
환경을 개인별로 맞춤화하고, 즉각적인 피드백을 
제공하며, 접근성을 높이고, 디지털 보안을 강화하며, 
교육자가 시간을 절약할 수 있도록 지원하는 등 다양한 
방식으로 활용되어 실용성을 높일 수 있습니다. 학교와 
직장에서 AI가 점점 보편화됨에 따라, 학생들이 AI에 
기반한 도구의 능숙한 사용법을 배우는 것이 점점 더 
중요해지고 있습니다.  

 

대부분의 청소년과 보호자는 생성형 AI 
기술이 미래에 중요한 역할을 할 것으로 
내다보고 있습니다.” 

Stephen Balkam, FOSI Founder/CEO 

Google Keyword 블로그 
 

https://blog.google/technology/ai/google-ai-ml-timeline/
https://gemini.google.com/app
https://www.fosi.org/policy-research/emerging-habits-hopes-and-fears
https://blog.google/products/gemini/google-bard-expansion-teens/
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학교 커뮤니티를  더욱 안전하게 보호하는 Google for Education 

보안을  우선으로  하는 기본 설정  

Google for Education에는 기본적으로 보안 보호 
기능이 포함되어 있습니다. 엄격한 테스트와 
연중무휴 모니터링을 통해 자녀의 데이터를 
안전하게 관리하며 AI에 기반한 보안 보호 장치가 
자동으로 위협을 감지하고 차단합니다. 생성형 AI 
도구에는 관리자가 액세스를 제어하는 등 높은 
수준의 보안 기능이 적용되었습니다.  

학교에서  제어하는  데이터 

관리자는 각종 기능에 대한 학생의 액세스를 
제한하고 보안 침해를 방지하는 통합형 도구를 
이용해 데이터를 관리합니다. Google은 제품이 
작동하는 방식을 투명하게 공개하는 것을 목표로 
하며, 언제 어디에서 데이터에 접근할 수 있는지 
관리할 수 있도록 쉽게 적용할 수 있는 개인 정보 
보호 및 보안 설정을 제공합니다. 

신뢰할  수 있는 콘텐츠와  정보 

AI 기술이 발전됨에 따라, Google에서는 
Google AI 제품이 보다 신뢰할 수 있는 
콘텐츠를 제공할 수 있도록 고급 보호 장치에 
지속적으로 투자하고 있습니다. Google은 
Gemini의 기반이 되는 AI 모델을 포함해 연령에 
적합한 콘텐츠 안전 정책을 설계할 수 있도록 
아동 안전 및 발달 전문가와 협력합니다. 

Google 사용 시 자녀의 보안 및 개인 정보 보호 
기능에 관해 주의해야 할 사항 

: 

개인 정보 보호 중심 설계 

Google에서는 책임감 있는 데이터 관행을 
엄격하게 준수하고, 학생 프로필을 작성하지 
않으며, Workspace 핵심 서비스에 광고를 
표시하지 않습니다. Google에서는 생성형 AI를 
발전시켜 나가는 과정에서 책임감 있는 데이터 
관행을 엄격하게 준수합니다. 어떤 Google 
Workspace for Education 데이터도 AI 모델을 
개선하거나 학습시키기 위해 공유되거나 
사용되지 않습니다. 

 

학교에서 발급하는 Google 계정  
(학교에서 학생을 위해 생성) 

Workspace for Education 개인정보처리방침 및 서비스 
약관이 적용되는 계정이며, 따라서 Gmail, Docs, Slides, 
클래스룸 같은 Google Workspace for Education 핵심 
서비스에 광고가 표시되지 않습니다. 

학교 관리자는 Google 검색, 지도, Play 등 Workspace에 
포함되어 있지 않은 Google 서비스를 비롯한 개별 서비스를 
사용 설정하거나 중지할 수 있습니다. 

기본적으로 Gemini는 청소년에 대해 사용 중지되어 
있습니다. 학교 관리자는 Google의 최소 연령 요건을 
충족하는 학생들에게 이 기능을 활성화할지 선택할 수 
있습니다.. 학생이 학교 계정으로 로그인하면 추가적인 
데이터 보호 기능이 적용되어, 학생의 채팅 데이터는 
누구에게도 검토되거나 AI 모델 학습에 사용되지 않습니다.. 

ChromeOS의 생성형 AI 기능에는 Google 관리 콘솔을 통한 
제어 기능이 제공되며, 만 18세 미만의 사용자에게는 
자동으로 사용 중지됩니다. 

개인 Google 계정 
(사용자 또는 보호자가 생성) 

Google의 소비자 개인정보처리방침 및 서비스 약관이 
적용되는 계정으로, Google Workspace 서비스에 광고가 
표시되며 사용자는 개인 맞춤 광고를 사용 설정할 수 
있습니다. 

개인 정보 보호 설정을 선택하고, Gemini를 사용할 때 
Google이 수집하는 데이터를 이해하며, 데이터가Gemini 
앱 개인 정보 보호 허브에서 어떻게 사용되는지 
알아보세요. 사용자는 Gemini 앱을 사용할 때 개인 정보를 
공유하지 않도록 명확한 안내가 제공됩니다. 

부모와 보호자는 Family Link를 이용해 기기 사용 시간에 
제한을 설정하고 개인 정보 보호 설정을 관리하는 등 
자녀의 개인 계정을 모니터링할 수 있습니다. 

https://edu.google.com/intl/ALL_us/why-google/privacy-security/
https://edu.google.com/intl/ALL_us/why-google/privacy-security/
https://workspace.google.com/terms/education_privacy/
https://workspace.google.com/terms/education_terms/
https://workspace.google.com/terms/education_terms/
https://support.google.com/accounts/answer/1350409
https://support.google.com/accounts/answer/1350409
https://support.google.com/accounts/answer/1350409
https://policies.google.com/privacy?hl=en-US
https://policies.google.com/terms?hl=en-US
https://support.google.com/gemini/answer/13594961?hl=en
https://support.google.com/gemini/answer/13594961?hl=en
https://families.google/familylink/?utm_source=sem&utm_medium=cpc&utm_campaign=us-family-link-bkws-exa&utm_content=rsa&gad_source=1&gclid=CjwKCAjw7-SvBhB6EiwAwYdCAezHfYtwbTnHz3EehDZ0pe0HXThEwBwo2WI2jC606j2oq1VwQsqd2xoC7aAQAvD_BwE&gclsrc=aw.ds
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자녀의 필요에 따라 맞춤화되어 수업의  몰입도와  상호작용  
비중이  높아지며 , 접근성이  향상된  학습 환경을 상상해 
보세요.  

학생은  Gemini와 Google 클래스룸의  연습 세트를 
사용하여  다음과  같은 경험을  할 수 있습니다 . 

● 자신에게 맞는 속도로 학습 
● 학습 도중 어려움에 부딪혔을  
때 실시간 피드백과 즉각적 
인 힌트 확인  

● 상시 학업 지원  
● 맞춤형 연습 자료를 통한 깊이 

 있는 이해  
● AI가 중심이 된 미래를 위한 역량 개발  

학생  교사 

Google for Education의 AI는 학생과 교사에게 어떤 도움을 주나요? 
AI는 백그라운드에서 교사의 역할을 보완하며 학생에게 맞춤형 지원을 제공함으로써 학생의 학습 방식과 교사의 수업 
방식을 변화시킵니다. 

학생들이 2020년 이후 발생한 학습 손실을 회복하는 
과정에서, Gemini, NotebookLM, Chromebook Plus와 같은 
생성형 AI 도구는교육자가  더 많은 작업을  수행하고 , 학생 
개개인에게  맞춤화된  학습을  지원하며 , 학생이  필요로  하는 
부분을  파악하여  신속하게 지원할 수 있도록 돕고 있습니다. 
학습 환경 맞춤화 

연습 세트, Gemini 및 기타 AI에 기반한  
Google for Education 도구를 사용하면  
교사는 다음과 같은 효과를 거둘 수 있습 
니다.  

● 신속한 학생 이해도 파악 
● 각 학생에게 더 많은 개별 지원 제공  
● 학생들의 필요와 관심분야에 맞춤화된 학습 환경 제공 

책임감 있는 AI 개발 

Google의 AI 기술은 학습과학 원칙을 바탕으로 
설계되어 교육자의 역량을 강화하고 지원하며 
아이디어를 제공하는 역할을 하며, 절대 교육자를 
대체하지 않습니다. 

지속적으로 교사 의견 반영 

Google의 교육용 생성형 AI 도구는 교육자와 학습 
전문가의 의견을 받아 구현합니다. 예를 들어, 교사는 
Google 파일럿 프로그램의 AI 부문을 통해 AI에 
기반한 새로운 기능을 테스트하고 피드백을 제공할 수 
있습니다.  

학교에서 사용하는 AI에 대한 Google의 접근 방식  
Google은 AI가 학교 커뮤니티의 잠재력을 실현하는 데에 우리가 지금껏 상상조차 하지 못한 방식으로 도움을 줄 것으로 
생각합니다. AI가 발전함에  따라 Google은 책임감을  가지고  AI를 교육에  통합하기  위해 교육 연구를 기반으로 생성형 AI 
환경을 구축하고, Google이 보유한 최고의 AI 기술을 교육에 도입할 때도 그 방법과 경우를 신중하게 평가하는 등 최선의 
노력을 기울이고 있습니다. 또한 Google은 AI에 기반한 교육용 도구가 Google Workspace for Education의 모든 도구에 
적용되는 것과 동일한 엄격한 기준을 준수하도록 합니다. 

접근성  강화 

AI에 기반한 도구를 사용하면 다음 
과 관련된 기능을 통해 학생에게 
포용적인 학습 환경을 제공할 수 
있습니다. 

● 디스플레이 및 시력  
● 거동 및 수동기민성  
● 인지적 피드백 및 음성 피드백  
● 오디오 및 자막  

모든 유형의  학습자를  위한 수업 만들기   

교육자는 Chromebook Plus 기기에 내장된 AI  
기반 기능을 사용해 다음과 같은 효과를 거둘 수 
 있습니다. 

● 요약 도우미로 웹사이트나 앱의 텍스트를  
빠르게 이해  

● 글쓰기 도우미를 활용하여 수업 안내 및 의견 초안 작성 
● 동영상 수업 녹화, 편집, 공유  
● 내장된 음성 녹음기로 오디오 콘텐츠 제작 
● 재미있는 GIF를 만들어 보다 오래 기억할 수 있는 데모나 
설명 제작  

교육 분야의  AI 활용에  관한 
Google 가이드에서 자세히  
알아보기 

            

https://gemini.google.com/app
https://www.youtube.com/watch?v=X-UgPQ6OvAk
https://edu.google.com/intl/ALL_us/why-google/accessibility/
https://services.google.com/fh/files/misc/gfe_guide_to_ai_in_education.pdf
https://services.google.com/fh/files/misc/gfe_guide_to_ai_in_education.pdf
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집에서 사용하는 AI에 대한 Google의 접근 방식 

학교 밖에서는 부모와 보호자가 자녀의 기기 사용 시간과 기술 이용에 대한 책임을 지게 됩니다. 생성형 
AI 기술 또한 예외가 아닙니다. Google은 집에서 어린이와 가족을 보호하고 존중하며 역량을 강화할 수 
있도록 다음과 같은 관점에서 제품을 만듭니다. 

보호 
Google은 Gemini의 기반이 되는 AI 
모델을 포함해 연령에 적합한 콘텐츠 
안전 정책을 설계할 수 있도록 아동 
안전 및 발달 전문가와 협력합니다. 
또한 투명성을 위해 데이터 사용에 대한 
문서 및 정보 검증 도구를 제공합니다. 

존중 
Google에서는 AI의 기본 개념을 익힐 
수 있도록 청소년을 위한 맞춤 교육 
자료를 제공합니다. 이러한 교육 
리소스는 전문가들과의 협력을 통해 
연구에 기반하여 제작되었습니다.  

역량 강화 
Gemini는 청소년들이 AI의 기능과 
한계를 파악할 수 있도록 청소년에게 
맞춘 고유한 온보딩 환경을 제공합니다. 
또한 만 18세 미만 사용자가 연령에 
적합한 질문으로 시작할 수 있도록 
청소년에게 알맞은 프롬프트를 
제공합니다 

청소년에게  AI 도구, 리터러시, 리소스 제공 
Google은 학생들이 학교와 관련 없는 개인 계정에서 AI 도구를 사용할 때도 안전을 보장하기 위한 조치를 
취하고 있습니다.  

청소년을 위한 책임감 있는 Gemini 환경 설계 
만 18세 미만의 사용자에게 Gemini에 대한 액세스를 제공하기 
전에, Google은 Family Online Safety Institute(FOSI), 
ConnectSafely, Future of Privacy Forum 등의 아동 안전 및 
발달 전문가와 협력하여 콘텐츠 정책을 수립하였습니다.  
Google은 청소년 및 전문가의 의견을 반영하여 AI 리터러시 
콘텐츠를 개발하고, 이를 만 18세 미만의 사용자에게 제공하고 
있습니다. 
 
Gemini는 만 18세 미만의 사용자가 온라인에서 더욱 안전하게 
활동할 수 있도록 보다 엄격한 보호 장치를 적용하여, 청소년이 
Gemini를 사용할 때 불법적이거나 연령 제한이 있는 내용 등 
연령에 부적합한 콘텐츠에 노출되지 않도록 합니다. 또한 
Gemini는 사용자가 사실에 기반한 질문을 처음 입력하면 
자동으로 Gemini의 대답 재확인 기능을 실행하여 대답의 
타당성을 뒷받침하는 콘텐츠가 웹에 있는지 평가합니다.  

AI 생성 콘텐츠를 더욱 쉽게 식별할 수 있도록 지원  
SynthID는 AI 생성 이미지에 육안으로 식별할 수 없는 디지털 
워터마크를 추가합니다. 사용자는 이를 통해 Google 포토, 검색 
및 기타 도구에서 Google AI가 생성한 이미지, 텍스트, 동영상을 
식별할 수 있습니다. 
 

악용 방지를 위해 플랫폼 강화  
Gemini 앱은 엄격한 정책 가이드라인을 적용하여 사용자의 
안전을 보호하고 부적절한 콘텐츠 노출을 방지합니다. 이러한 
정책 가이드라인은 수년간의 연구, 사용자 의견 및 전문가 조언을 
바탕으로 수립되었습니다.  
또한, Google의 AI 기반의 안전 분류기가 위험하거나 부적절한 
콘텐츠를 제거하는 필터 역할을 수행합니다. 이 시스템은 유해한 
콘텐츠를 감지하고 차단하며 신속하게 대응하여 모든 사용자가 
Google AI 서비스를 보다 안전하게 이용할 수 있도록 합니다. 

교육 분야의  AI 활용에  관한 
Google 가이드에서 자세히  
알아보기 

            

https://www.youtube.com/watch?v=unPKJJjQP0A
https://www.youtube.com/watch?v=unPKJJjQP0A
https://blog.google/products/gemini/google-bard-expansion-teens/
https://blog.google/products/gemini/google-bard-expansion-teens/
https://blog.google/products/gemini/google-bard-expansion-teens/
https://blog.google/products/gemini/google-bard-expansion-teens/
https://deepmind.google/technologies/synthid/
https://gemini.google/policy-guidelines/?hl=en#:~:text=Threats%20to%20Child%20Safety%3A%20Gemini,would%20cause%20real%2Dworld%20harm.
https://safety.google/content-safety/
https://services.google.com/fh/files/misc/gfe_guide_to_ai_in_education.pdf
https://services.google.com/fh/files/misc/gfe_guide_to_ai_in_education.pdf


가족 및 보호자용

AI에 대해 어디에서 자세히 알아볼 수 있나요? 

교육과정 : 일상생활  속의 
AI 

Google Families    Be Internet Awesome   

책임감 있게 생성형 AI를 사용하기 위한 팁   

#1 AI는 인간이  아닌 기술임을  기억하세요 

AI는 머신러닝 모델입니다. AI는 스스로 생각하거나 감정을 
느낄 수 없으며, 학습을 통해 패턴을 익히는 데 뛰어난 능력이 
있을 뿐입니다. AI는 인간이 아니므로 나에게 중요한 결정을 
대신 내려주거나 내 인생의 중요한 사람을 대신할 수 없으며 
그래서도 안 됩니다. 

#2 AI를 활용하여  역량을  강화하되 , 완전히  대체하려고  하지 
마세요   

AI는 창작 과정의 첫걸음을 떼는 데 도움을 줄 수 있지만 창작 
자체를 대신해 주지는 않습니다. 창작은 어디까지나 창작자가 
할 일입니다. 예를 들어 동영상 시리즈를 녹화하는 경우 전체 
스크립트를 직접 쓰기 전에 AI를 사용해 3가지 인트로를 
브레인스토밍해 보는 식으로 활용할 수 있습니다. 

#3 대답을  비판적으로  평가하세요 

생성형 AI 제품은 여전히 개발 과정에 있기 때문에 오류가 
발생하고 사실에 기반하지 않은 정보(할루시네이션)를 생성할 
수 있습니다. 제시되는 정보가 사실인지 항상 확인하세요. 
확신이 들지 않을 때는 Gemini의 재확인 기능을 사용하거나 
Google 검색을 통해 추가 검색을 해보세요. 

#4 이상한  점이 느껴진다면  더 자세히  알아보세요 

유용한 기술이 등장하면 언제나 그렇듯이, 생성형 AI를 
이용해 타인을 속이거나 사기를 저지르려는 사람들이 
있을 수 있습니다. 예를 들어, 진짜처럼 보이는 사진이나 
동영상 등 가짜 미디어나 잘못된 정보를 생성할 수 
있습니다. 콘텐츠의 출처를 확인하고, 게시한 사람의 
의도를 고려하고, 부자연스러운 점이 있다면 주의를 
기울이세요. 

#5 개인 정보를  유출하지  마세요 

주민등록번호를 비롯한 개인 식별 정보는 생성형 AI 
도구에 입력하지 마세요. Gemini는 Workspace for 
Education 계정을 사용하는 학생을 위해 고급 보호 
기능을 제공하지만, 다른 많은 도구에서 사용자가 입력한 
데이터를 사용할 수 있습니다. 확신이 들지 않을 때는 
해당 정보가 공개적으로 공유해도 될만한 정보인지 
생각해 보세요. 

© 2025 Google LLC. 1600 Amphitheatre Parkway, 
Mountain View, CA 94043.

 

개인  정보  보호  및 보안에  관한  보호자  가이드   

 

  

교육을  위한  Google AI   

Teach AI의 가이드  
툴킷 

책임감  있는  AI 구축   
Google의 생성형  AI 데이터  보호  
기능   

책임감  있는 AI 사용 교육 7~12학년을  위한 수업 및 
활동 

생성형  AI로 학습 
개선 

청소년과 교사를 위한 추가 자료를 확인하세요 

생성형  AI에 관해 반드시  알아야  할 
5가지   

가족, 보호자 및 저학년 학생의 경우: 

AI 기본 과정: 교육자를  위한 생성형  AI   

  

  

교육 분야에서  Gemini를 활용하는  30가지 이상의  
방법   

  

  

과정: 디지털  시민의식   

https://services.google.com/fh/files/misc/gfe_guide_to_ai_in_education.pdf
https://services.google.com/fh/files/misc/gfe_guide_to_ai_in_education.pdf
https://applieddigitalskills.withgoogle.com/c/middle-and-high-school/en/discover-ai-in-daily-life/overview.html?_gl=1*rquo6c*_ga*MTEwODQ5MDM5NC4xNzAyOTE1Mzk1*_ga_J511Z1J33K*MTcxMTQ2NzMwMy40OC4xLjE3MTE0NjczMTMuMC4wLjA.
https://applieddigitalskills.withgoogle.com/c/middle-and-high-school/en/discover-ai-in-daily-life/overview.html?_gl=1*rquo6c*_ga*MTEwODQ5MDM5NC4xNzAyOTE1Mzk1*_ga_J511Z1J33K*MTcxMTQ2NzMwMy40OC4xLjE3MTE0NjczMTMuMC4wLjA.
https://edu.google.com/intl/ALL_us/why-google/ai-for-education/
https://edu.google.com/intl/ALL_us/why-google/ai-for-education/
https://families.google/
https://www.teachai.org/toolkit
https://www.teachai.org/toolkit
https://beinternetawesome.withgoogle.com/en_us/
https://support.google.com/gemini/answer/14143489?hl=en&co=GENIE.Platform%3DAndroid
https://blog.google/technology/ai/our-responsible-approach-to-building-guardrails-for-generative-ai/
https://blog.google/technology/ai/our-responsible-approach-to-building-guardrails-for-generative-ai/
https://services.google.com/fh/files/misc/guardians_guide_to_privacy_and_security_march_2020.pdf
https://edu.google.com/intl/ALL_us/why-google/ai-for-education/
https://edu.google.com/intl/ALL_us/why-google/ai-for-education/
https://edu.google.com/intl/ALL_us/why-google/ai-for-education/
https://www.teachai.org/toolkit
https://www.teachai.org/toolkit
https://www.teachai.org/toolkit
https://www.teachai.org/toolkit
https://blog.google/technology/ai/our-responsible-approach-to-building-guardrails-for-generative-ai/
https://blog.google/technology/ai/our-responsible-approach-to-building-guardrails-for-generative-ai/
https://blog.google/technology/ai/our-responsible-approach-to-building-guardrails-for-generative-ai/
https://workspace.google.com/blog/identity-and-security/protecting-your-data-era-generative-ai
https://workspace.google.com/blog/identity-and-security/protecting-your-data-era-generative-ai
https://workspace.google.com/blog/identity-and-security/protecting-your-data-era-generative-ai
https://workspace.google.com/blog/identity-and-security/protecting-your-data-era-generative-ai
https://services.google.com/fh/files/misc/google_teaching_responsible_ai.pdf
https://services.google.com/fh/files/misc/google_teaching_responsible_ai.pdf
https://blog.google/technology/ai/our-responsible-approach-to-building-guardrails-for-generative-ai/
https://blog.google/technology/ai/our-responsible-approach-to-building-guardrails-for-generative-ai/
https://www.youtube.com/watch?v=vazwd0HOohE
https://www.youtube.com/watch?v=vazwd0HOohE
https://blog.google/technology/ai/our-responsible-approach-to-building-guardrails-for-generative-ai/
https://blog.google/technology/ai/our-responsible-approach-to-building-guardrails-for-generative-ai/
https://www.youtube.com/watch?v=unPKJJjQP0A
https://www.youtube.com/watch?v=unPKJJjQP0A
https://services.google.com/fh/files/misc/gfe_guide_to_ai_in_education.pdf
https://services.google.com/fh/files/misc/gfe_guide_to_ai_in_education.pdf
https://skillshop.exceedlms.com/student/path/1176018
https://services.google.com/fh/files/misc/gfe_guide_to_ai_in_education.pdf
https://services.google.com/fh/files/misc/gfe_guide_to_ai_in_education.pdf
https://docs.google.com/presentation/d/1M_6fXvxJRxciTnpGppwmdmalCe2bY0-SqQlRygwarVk/edit#slide=id.g2706b63b7be_4_714
https://docs.google.com/presentation/d/1M_6fXvxJRxciTnpGppwmdmalCe2bY0-SqQlRygwarVk/edit#slide=id.g2706b63b7be_4_714
https://blog.google/technology/ai/our-responsible-approach-to-building-guardrails-for-generative-ai/
https://blog.google/technology/ai/our-responsible-approach-to-building-guardrails-for-generative-ai/
https://skillshop.exceedlms.com/student/path/61213-digital-citizenship-and-safety-course?locale=en

