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Keurig Dr Pepper (KDP) is one of the leading beverage 
companies in North America, offering some of the 
most recognized hot and cold beverage brands to 
consumers across the continent. Formed in 2018 from 
the merger of Keurig Green Mountain and Dr Pepper 
Snapple Group, KDP is the first company to bring both 
hot and cold beverages together in the market, with 
its wide range of 125+ brands that are designed to 
satisfy virtually any consumer need, at any time. The 
company’s powerful sales and distribution network 
means it can deliver its portfolio to consumers at 
nearly every point of purchase.

The merger inspired the newly formed KDP’s migration 
to the cloud, as the company looked to reduce IT 
costs and operate more efficiently. KDP was looking 
to merge its data centers, as well as to migrate its 
instance of SAP Hybris to the cloud and begin using 
containers for its SAP systems for greater agility, 
among other benefits of the cloud.

After performing a cost-benefit analysis of various 
cloud providers, KDP selected Google Cloud as 
its cloud infrastructure-as-a-service provider. A 
successful pilot of SAP Hybris on Google Cloud 
followed in 2018 and 2019, after which KDP began 
exploring the benefits of migrating the rest of its 
SAP environment and running Kubernetes on Google 
Cloud for even greater agility, availability, and cost-
savings. KDP decided to migrate more than 450 SAP 
and other workloads from on-premises and third-party 

colocation instances to Google Cloud, with the support 
of implementation partner HCLTech. The Google Cloud 
Professional Services Organization (PSO), together with 
KDP and HCLTech, established the following objectives 
and guiding principles for the migration project: 

	 •	 Migrate all systems from data centers to Google 		
		  Cloud by March 2020
	 •	 Execute the migration in two distinct streams: 		
		  Google Cloud Infrastructure Build and SAP Migration
	 •	 Build an additional disaster recovery site with 		
		  Google Cloud Bare Metal as a Service (BMaaS)
	 •	 The target solution deployment should meet or 		
		  exceed current SLA requirements
	 •	 Employ an “as-is” deployment strategy
	 •	 Do not introduce technology “for technology’s sake”
	 •	 All patterns should follow the same deployment 		
		  architecture
	 •	 Retain all current app and database combinations

In this white paper, we’ll take a closer look at the four-
stage migration process. We’ll explain in detail the steps 
that the Google Cloud PSO team, the KDP project team, 
and HCLTech took to execute the migration with minimal 
disruption to support business continuity — and how your 
organization can take similar steps. We’ll also address 
lessons learned that can help your company consider 
and prepare for its own cloud migration of SAP and non-
SAP workloads.

Keurig Dr Pepper (KDP) is one of the 
leading beverage companies in North 
America, offering some of the most 
recognized hot and cold beverage 
brands to consumers. 

“
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ASSESS: Perform a cloud discovery 
and application assessment

A cloud migration involves significant changes within 
the organization, spanning people, processes, and 
technology. To begin the migration journey, Google 
Cloud PSO, KDP, and HCLTech collaborated on a 
cloud discovery exercise to identify hardware and 
SAP applications running in KDP’s data center that 
are qualified to migrate their workloads to Google 
Cloud quickly and with minimal effort. We defined 
requirements, dependencies, and other integration 
components for systems running in KDP’s data center, 
considering the following factors:

	 •	 Whether an application has dependencies and 	
		  integrates with other applications
	 •	 How critical the application is for the business
	 •	 How difficult the application is to migrate, 		
		  whether it requires any upgrades, or whether
		  we can quickly perform a lift and shift of 
		  the workload

Engaging a cloud migration partner
For organizations that have put off moving to the 
cloud, one of the barriers is often the perceived 
risk — particularly the risk of disruption in 
planning and executing a migration. To minimize 
risk, Google Cloud recommends engaging either 
Google Cloud Professional Services Organization 
or a third-party Google Cloud service partner that 
will augment your team’s cloud skill set and work 
with you to plan and execute the entire project. 
Explore Google Cloud service partners.

4 stages of cloud migration

Assess your existing
infrastructure and
organization

Plan your migration 
priorities and prepare
your foundations

Migrate waves 
of workloads, of 
any type

Optimize workloads
and operations, build
value from the cloud

https://cloud.google.com/consulting
https://cloud.google.com/find-a-partner/?sort-type=RELEVANCE&expertises=SAP%20on%20Google%20Cloud
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PLAN: Lay a foundation, prepare 
resources, and shore up security 

Next, we created a full migration plan to move systems 
from the on-premises data center and colocation 
instances to Google Cloud. Developing a migration 
plan prevents issues during the migration and 
ensures that production go-live proceeds smoothly. 
Items we addressed in the migration plan included 
SAP workload priorities, timelines, functional and 
application testing, volume testing milestones, 
resources, and project costs.

This step assesses your current environment(s) and 
generates detailed insights into your applications, 
using Google Cloud automation methods to deploy 
SAP HANA and the appropriate Google Cloud 
application resources.

Setting a Google Cloud foundation

Establishing the Google Cloud foundation is the most 
important set of steps required to plan for a migration. 
Doing so helps enterprises create the basic cloud 
infrastructure to support SAP workloads and plan 

how that infrastructure supports SAP applications. This 
planning allows companies to create cloud projects, 
which form the basis for enabling and using all Google 
Cloud services — for instance, configuring Virtual Private 
Clouds (VPCs) within Google Cloud and consuming 
Google Cloud resources like Compute Engine, Storage, 
and Network, among others.

The Google Cloud team worked with KDP and HCLTech to 
establish a Google Cloud foundation that addressed the 
following six areas:

Resource hierarchy of organization, 
folders, and projects 

Through Resource Manager, Google Cloud provides 
companies with resources such as organizations, folders, 
and the ability to manage projects in folders, which allow 
you to group and organize other Google Cloud resources 
hierarchically. 

In the case of KDP, the Google Cloud resource hierarchy 
leverages the existing “KDRP.com” Google Cloud 
organization as the root node of its structure. Google 
Cloud recommends one project per application of service 
for each environment approach you employ.

analytics connected digital shared 

brand commerce admin devops KD-INFRASVC-01

KD-HOSTPRD-01 KD-INFRPRD-01

KD-SAPPRD-01 KD-SAPNPRD-01

KD-NSAPPRD-01 KD-NSAPNPRD-01

KD-SAP-01 KD-NSAP-01

KD-HCLTech

KDRP.COM

1 

https://cloud.google.com/resource-manager
https://cloud.google.com/resource-manager/docs/cloud-platform-resource-hierarchy
https://cloud.google.com/architecture/framework
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The preceding diagram provides a high-level overview 
of the structure for the Host and Service project. 

	 •	 KD-Infra-svc-project-01 
		  -	 KD-host-project-01 project contains network
			   and security services (e.g., Cloud Interconnects, 	
			   VPN gateways, connections, shared and 	
			   service VPCs, subnets, and firewalls).
		  -	 KD-infra-svc-project-01 project contains
	  		  infrastructure Google Compute Engine (GCE)
 			   instances (e.g., Domain Controllers, Microsoft 	
			   Endpoint Configuration Manager, SolarWinds, 	
			   Splunk Connectors, SAP Enterprise Backup
 			   Solution, monitoring solutions, etc.).
	 •	 KD-sap-svc-project-01 
		  -	 KD-sap-svc-project-01 project contains 		
			   production SAP GCE instances.
		  -	 KD-sap-svc-nonprod-01 project contains non-	
			   production SAP GCE instances.
	 •	 KD-nonsap-svc-project-01 
		  -	 KD-non-sap-svc-project-01 project contains 	
			   non-SAP Fly Together Applications and other 	
			   production, non-SAP Compute Engines. 
		  -	 KD-non-sap-npd-svcproject-01 project contains 	
			   non-SAP Fly Together Applications and other 	
			   non-production, non-SAP Compute Engines.

Learn more about Google Cloud resource hierarchy.

Google Cloud regions
In an effort to leverage the breadth of Google Cloud’s 
geographical regions, the Google Cloud PSO team followed 
the recommendations of the Google Cloud Region Picker 
for KDP’s network data centers and services. KDP’s current 
“hot and cold” infrastructure and applications will be 
deployed to these diverse geographic regions: 

Additional information and reference documents
	 •	 Explore Google Cloud locations and which 		
		  products are available in which locations.
 	 •	 Learn more about Google Cloud regions
		  and zones, as well as Google Cloud service 		
		  dependencies. 
	 •	 See Google Cloud’s global products, which are 	
		  available with no dependence on location.
	 •	 Discover the Google Cloud Dedicated 		
		  Interconnect locations for guidelines 		
		  on choosing colocation facilities. 

The primary region was selected due to its geographic 
proximity to KDP’s existing data centers, to minimize 
latency. We selected the secondary site (DR site) to 
provide full geographic disparity within North America, 
and because this region offered the 12 TB virtual 
machines (VMs) needed for a DR environment at the 
time of migration.

Primary region: us-east4  
Location: Northern Virginia

Secondary region: us-west2
Location: Los Angeles

https://cloud.google.com/security/compliance/
https://cloud.google.com/network-connectivity/docs/interconnect
https://cloud.google.com/network-connectivity/docs/vpn/concepts/overview
https://cloud.google.com/vpc/docs/create-modify-vpc-networks
https://cloud.google.com/vpc/docs/firewalls
https://cloud.google.com/resource-manager/docs/cloud-platform-resource-hierarchy
https://cloud.google.com/about/locations
https://cloud.withgoogle.com/region-picker/?_ga=2.260914826.64574443.1670890327-637409738.1670487647&_gl=1*45qyki*_ga*NjM3NDA5NzM4LjE2NzA0ODc2NDc.*_ga_WH2QY8WWF5*MTY3MDk5NzU1Mi45LjEuMTY3MTAwMDg3NC4wLjAuMA..
https://cloud.google.com/about/locations/#network
https://cloud.google.com/about/locations/
https://cloud.google.com/docs/geography-and-regions
https://cloud.google.com/about/locations/#global-products
https://cloud.google.com/network-connectivity/docs/interconnect/concepts/choosing-colocation-facilities
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Billing

Next, we created a billing hierarchy subaccount strategy 
that would allow for a master billing account for 
HCLTech and a billing subaccount for KDP. 

In this design, the HCLTech master billing account 
charges the KDP subaccount to cover resources and 
services used by HCLTech to run infrastructure and SAP 
workloads on Google Cloud for KDP.

When creating a billing strategy for your organization, 
Google Cloud recommends taking these steps:

	 •	 Break out the current SAP and non-SAP “prod” 	
		  and “non-prod” projects into folders, and then put 	
		  the projects under them. This creates another layer 	
		  of separation, should it become necessary later.
	 •	 Choose a more descriptive name for the
		  “Infrastructure” folder — for example, 		
		  “Infrastructure/Services” — if you decide 		
		  to have multiple “Infrastructure” and/or 
		  “Services” projects.
	 •	 Configure billing alerts to notify you early on 
		  of any projects with unexpectedly high spending. 

Additional information and reference documents
	 •	 Learn more about using resource hierarchy 		
		  for access control.
	 •	 Dive deeper into projects. 
	 •	 Find out more about how IAM Policy 		
		  inheritance works. 
	 •	 Set up custom roles for billing access. 
	 •	 Receive billing and budget alerts.

2

Billing Subaccounts 

https://cloud.google.com/iam/docs/resource-hierarchy-access-control
https://cloud.google.com/iam/docs/resource-hierarchy-access-control
https://cloud.google.com/resource-manager/docs/cloud-platform-resource-hierarchy#projects
https://cloud.google.com/resource-manager/docs/cloud-platform-resource-hierarchy#inheritance
https://cloud.google.com/resource-manager/docs/cloud-platform-resource-hierarchy#inheritance
https://cloud.google.com/billing/docs/how-to/custom-roles
https://cloud.google.com/billing/docs/how-to/budgets
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Extending Active Directory 

The Google Cloud PSO and HCLTech teams worked 
together to design a solution for extending KDP’s 
Active Directory environment, which offers the 
company flexibility for future identity and networking 
considerations.
 
To extend Active Directory, we integrated domains 
into Google Cloud DNS forwarding as instructed in the 
reference tutorial. Note that doing so requires Cloud 
DNS forwarding, a feature that’s in beta. For reference, 
the Google Cloud Managed Service for Microsoft 
Active Directory solution leverages the 
same functionality.

Additional information and reference documents
•	 Understand the benefits of the resource forest 	
	 pattern Active Directory integration in a hybrid 		
	 environment.
•	 Learn more about Cloud DNS features and 		
	 capabilities.
•	 Learn to map Active Directory groups to Google 	
	 Cloud IAM groups.

Network and connectivity 

KDP runs SAP and non-SAP workloads on Google 
Cloud in a shared VPC model. This model allows the 
KDRP.com organization to connect resources from 
multiple projects to a common VPC network, so that 
they can communicate with each other securely and 
efficiently using internal IPs from the VPC network. 
With a shared VPC model, services that are offered 
across the organization, like Interconnect between 
on-premises infrastructure and Google Cloud, can be 
shared while still segregating production and non-
production workloads — which complies with Google 
Cloud best practices and KDP security standards.

We deployed four VPCs: public, management, 
production, and non-production. While production 
and non-production workloads are separated, traffic 
can flow between them as permitted by any third-
party firewall that meets the customer requirements. 
Interaction with the internet occurs through the public 
network, and the third-party firewalls secure traffic for 
both the public and management networks as well.

3 4

Architecture for Active Directory Domain Controller

https://cloud.google.com/architecture/deploy-fault-tolerant-active-directory-environment
https://cloud.google.com/architecture/deploy-fault-tolerant-active-directory-environment
https://cloud.google.com/dns/docs/overview#dns-forwarding-methods
https://cloud.google.com/dns/docs/overview#dns-forwarding-methods
https://cloud.google.com/managed-microsoft-ad/docs
https://cloud.google.com/managed-microsoft-ad/docs
https://cloud.google.com/architecture/patterns-for-using-active-directory-in-a-hybrid-environment#resource_forest
https://cloud.google.com/architecture/patterns-for-using-active-directory-in-a-hybrid-environment#resource_forest
https://cloud.google.com/dns/docs/overview#dns-forwarding
https://cloud.google.com/dns/docs/overview#dns-forwarding
https://cloud.google.com/architecture/identity/federating-gcp-with-active-directory-introduction
https://cloud.google.com/architecture/identity/federating-gcp-with-active-directory-introduction
https://cloud.google.com/vpc/docs/shared-vpc
https://cloud.google.com/vpc/docs/provisioning-shared-vpc
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Traffic flow
To monitor traffic through the networks while enhancing 
high availability, we deployed a pair of Palo Alto Networks 
VM-500 network virtual appliances (NVAs) in an active-
active configuration. Two zones — an internal and an 
external zone — on the Palo Alto Networks NVAs have 
been configured to a single virtual router. All traffic from 
the internet will terminate at Google Cloud external 
load balancers, which will forward traffic to NVAs for 
secure communications to production or non-production 
Compute Engines. 

KDP uses Cloud Interconnects, which connect to Cloud 
Partner Interconnects and are set up in an active/passive 
configuration to achieve 99.9% availability between KDP’s 
current data centers and the us-east4 and us-west2 
Google Cloud regions. You can find a list of the available 
Cloud Interconnect locations here. 

As an example, a peering configuration for KDP 
could look like this: 
	 •	 East coast data center
		  - 	 Ashburn, iad-zone1-1, 
			   Equinix Ashburn (DC1-DC11)

		  -	 Los Angeles, lax-zone1-8, 
			   Equinix Los Angeles (LA1) 
	 •	 West coast data center
		  -	 Los Angeles, lax-zone1-19, CoreSite - LA1 
		  - 	 Atlanta, atl-zone1-11, Equinix Atlanta (AT2/AT3)

This type of configuration is a cost-effective way to 
create interconnect attachments in the same regions as 
your VM instances to avoid egress costs when the VM 
instances send traffic to your on-premises network.

Additional information and reference documents
	 •	 Learn more about VPC firewall rules, and 
		  about Palo Alto Networks VM-Series Firewalls. 
	 •	 Get an overview of hybrid and multi-cloud 		
		  patterns and practices.
	 •	 Learn more about types of Cloud VPNs and 	
		  compare their capabilities and SLAs.
	 •	 Explore best practices and reference 		
		  architectures for VPC design. 
	 •	 Understand resource hierarchies.

Network Architecture of KDP on Google Cloud

https://cloud.google.com/network-connectivity/docs/interconnect
https://cloud.google.com/network-connectivity/docs/interconnect/concepts/partner-overview
https://cloud.google.com/network-connectivity/docs/interconnect/concepts/partner-overview
https://cloud.google.com/network-connectivity/docs/interconnect/concepts/choosing-colocation-facilities#locations-table
https://www.peeringdb.com/fac/1
https://www.peeringdb.com/fac/8
https://www.peeringdb.com/fac/19
https://www.peeringdb.com/fac/11
https://cloud.google.com/vpc/docs/firewalls
https://cloud.google.com/palo-alto-networks
https://cloud.google.com/architecture/hybrid-and-multi-cloud-patterns-and-practices
https://cloud.google.com/architecture/hybrid-and-multi-cloud-patterns-and-practices
https://cloud.google.com/network-connectivity/docs/vpn/concepts/overview
https://cloud.google.com/network-connectivity/docs/vpn/concepts/overview
https://cloud.google.com/architecture/best-practices-vpc-design
https://cloud.google.com/resource-manager/docs/cloud-platform-resource-hierarchy
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Network security 
To strengthen KDP networks against perimeter threats, 
Google Cloud recommended deploying all systems in 
Google Cloud using the principle of least privileges and 
established firewall rules to manage traffic between 
source and target subnets and instances tagged using 
separate custom service accounts. Learn more here.

Below are tools, recommendations, and best 
practices for building secure networks as you plan 
your migration: 

	 •	 VPC Service Controls can help protect Google
	  	 Cloud resources by providing context-based 	
		  controls. Context-based controls should be used 
		  along with identity-based controls (Google Cloud 	
		  IAM) to help provide defense in depth.
	 •	 Firewall Rules Logging allows you to audit, verify, 	
		  and analyze the effects of your firewall rules. For
		  example, you can determine if a firewall rule
 		  designed to deny traffic is functioning as 		
		  intended. 
	 •	 VPC Flow Logs record a sample of network flows 
		  sent from and received by VM instances, 		
		  including instances used as Google Kubernetes 	
		  Engine (GKE) nodes. Use these logs for network 	
		  monitoring, forensics, real-time security analysis, 	
		  and expense optimization. 
	 •	 Cloud Armor provides additional real-time 		
		  protection against DDoS attacks for external-	
		  facing applications, which KDP will leverage 	
		  once it begins hosting external-facing 		
		  applications on Google Cloud. 
	 •	 Identity-Aware Proxy (IAP) provides additional 	
		  access control for Google Cloud applications 	
		  and VMs. IAP is the most secure way to perform 	
		  authentication and authorization to VMs on
	  	 Google Cloud, and can protect both secure 		
		  shell (SSH) and remote desktop protocol (RDP) 	
		  connections.

Security 

The Google Cloud, HCLTech, and KDP established five 
basic concepts to implement security on Google Cloud 
during each phase of the migration: 

1.	Implement explicit firewall rules.

2.	Implement a well-defined process of provisioning 
IAM users and service accounts (including credential 
activation). 

3.	Track escalation of IAM privileges (for example, 
changing roles and permission for users and service 
accounts).

4.	Learn how to conduct your own forensics.

5.	Deploy basic Forseti Security for Google Cloud.

To manage the process of reviewing and responding to 
security threats, KDP leveraged its existing relationship 
with Splunk to run its security operations. The Google 
Cloud PSO team recommended using this model for 
pushing the logs of the SAP instances to Splunk.

Key management

To secure sensitive customer data stored on Google 
Cloud, KDP uses Cloud Key Management Service 
(KMS) with Cloud IAM integration and logging support. 
With Cloud KMS, KDP’s data is now secured by:  

	 •	 Encryption at rest 
	 •	 AES 256-bit encryption keys 
	 •	 Cloud IAM permissions for user-level permissions 
		  on individual keys
	 •	 Monitor Logs for system auditing and proper use 	
		  of keys
	 •	 Simple, fast, native Google Cloud integration

5
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https://cloud.google.com/iam/docs/service-accounts#user-managed
https://cloud.google.com/vpc-service-controls/
https://cloud.google.com/iam
https://cloud.google.com/iam
https://cloud.google.com/vpc/docs/using-firewall-rules-logging
https://cloud.google.com/vpc/docs/using-flow-logs
https://cloud.google.com/kubernetes-engine
https://cloud.google.com/kubernetes-engine
https://cloud.google.com/armor/
https://cloud.google.com/iap/
https://cloud.google.com/vpc/docs/using-firewalls
https://cloud.google.com/iam/docs/using-iam-securely#least_privilege
https://cloud.google.com/iam/docs/using-iam-securely#least_privilege
https://cloud.google.com/iam/docs/understanding-service-accounts
https://cloud.google.com/iam/docs/audit-logging#enabling_audit_logging
https://cloud.google.com/blog/products/identity-security/how-to-use-live-forensics-to-analyze-a-cyberattack
https://cloud.google.com/blog/products/identity-security/protecting-your-gcp-infrastructure-at-scale-with-forseti-config-validator
https://cloud.google.com/architecture/deploying-production-ready-log-exports-to-splunk-using-dataflow
https://cloud.google.com/architecture/exporting-stackdriver-logging-for-splunk
https://cloud.google.com/kms/docs/create-encryption-keys
https://cloud.google.com/kms/docs/create-encryption-keys
https://cloud.google.com/kms/docs/encrypting-application-data
https://cloud.google.com/security-key-management#section-7
https://cloud.google.com/kms/docs/iam
https://cloud.google.com/kms/docs/monitoring


11

MIGRATE: Determine and execute the migration strategy to Google Cloud

Creating a high-level migration strategy for SAP and non-SAP workloads
Any organization developing a migration strategy faces many decisions, as the KDP, Google Cloud, and HCLTech 
teams did — the most significant being which migration approach to take for each application and system. 
The following table will help you consider your choices in light of your organization’s priorities and risk profile, 
and the dependencies of other applications that integrate with your SAP systems.

For KDP’s move to the cloud, the KDP, Google Cloud, and HCLTech teams elected to perform a lift-and-
shift migration, moving the applications and workloads from the on-premises environment to Google 
Cloud directly, without rewriting or changing them. However, before conducting a lift-and-shift migration, 
it’s necessary to identify the closest size Compute Engine on Google Cloud and compare the size to your 
on-premises machine. We performed an SAP quick-sizing exercise to identify SAP-certified HANA VMs 
and SAP application servers that are required for each environment to ensure we used the correct size of 
Google Cloud VM for deploying SAP applications on the database. 

The migration was an opportunity for members of the KDP IT team to develop new cloud skills and 
redefine their roles for operating in the cloud. Through multiple workshops with KDP and HCLTech, we 
aligned KDP’s staff resources to build necessary skills — including how to use and move workloads quickly 
using Migrate for Compute Engine and supported operating systems.

Replace
(Greenfield)

Refactor
(Move and improve)

Replatform
(Lift and optimize)

Rehost
(Lift and shift)

Decommission the entire 
application and replace it 
with a new cloud-native 
application.

Move the existing 
applications and workloads 
to run on modern form 
factors without modifying 
code.

Move applications to Google 
Cloud with significant 
changes, taking advantage 
of the cloud environment.

Move as-is from the current 
environment to Google 
Cloud.

•	 Highest level of time  
and effort required

•	 Risk of business           
disruption

•	 High cost

•	 High degree of testing 
required

•	 Highest innovation

•	 Highest level of time   
and effort required

•	 Risk of business           
disruption

•	 High cost

•	 High degree of testing 
required

•	 Highest level of time   
and effort required

•	 Risk of business             
disruption

•	 High cost

•	 High degree of testing 
required

•	 Lowest time and effort 
required

•	 Easy to migrate

•	 Lowest cost to migrate

•	 Low risk

•	 Some innovation

Note: More than one path is often chosen to migrate an entire SAP landscape to Google Cloud.

https://cloud.google.com/solutions/sap/docs/certifications-sap-apps
https://cloud.google.com/migrate/virtual-machines
https://cloud.google.com/migrate/virtual-machines/docs/5.0
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Google Compute Engine

During the initial migration, GCE instances were running with a mix of Windows and Linux operating systems. 
Instances that require a license run on a “pay as you go” (PAYG) model. 

In terms of SAP licenses, SAP runs on Google Cloud under a bring-your-own-license (BYOL) model. Instances using 
this model run on “Sole tenant” nodes. With the BYOL model, KDP provided the implementation team with its SAP 
software licenses to ensure that KDP would be in compliance with SAP’s licensing terms and agreements.

GCE instances should be right-sized based on post-migration performance. Compute Engine on Google Cloud 
automatically provides a sizing recommendation by default based on CPU and memory usage of the VM instances. 
And, if the Stackdriver monitoring agent is installed, which provides a report, and if the monitoring agent is 
installed, it collects additional disk, CPU, network, and memory data from VM instances to monitor and size your 
infrastructure.

Note: Some instances were running on a very old operating system that was not supported on Google Cloud. 
Google Cloud PSO worked with KDP and HCLTech service partners and guided them with several recommendations 
and options.

Option 1: Upgrade the 
instance to a Google Cloud-
supported OS before using 
M4CE

Option 2: Migrate the 
unsupported OS as-is using 
M4CE, and upgrade the OS 
later

Option 3: Build the target 
instance on a supported OS 
and perform backup and 
restore

Pros

•	 This is Google Cloud 
best practice.

•	 This option is low risk. 

•	 Quickly lift and shift 
using automation tools 
- M4CE.

•	 This option is low risk.

Cons

•	 The OS upgrade may 
require downtime, and 
project timelines could 
be affected.

•	 Having an application 
running on an 
unsupported OS           
adds risk.

•	 In case of issues, it’s 
difficult to troubleshoot 
and identify a 
permanent fix.

•	 This option requires 
vendor-based support.

•	 More time is required  
for the migration.

•	 This option is costlier,  
as more integration   
and regression testing 
is required.

1 

Recommendations and Best Practices

https://cloud.google.com/solutions/sap/docs/overview-of-sap-on-google-cloud#bring_your_own_software_and_license
https://cloud.google.com/products/operations#section-6
https://cloud.google.com/migrate/virtual-machines
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For SAP systems to run at peak performance, it’s critical that you select the 
correct machine type.
	 •	 For SAP Netweaver Application, see the specific recommended Google 	
		  Cloud instance type here. 
	 •	 Google Cloud “highmem” and “ultramem” instances are certified for SAP 	
		  HANA, IBM DB2, ASE, MaxDb, and MS SQL Server. Learn more here. 

Note: Because of the time constraint, KDP wanted to move out of its on-
premises data center, so our teams agreed to implement the SAP high 
availability solution in phase 2.

To further accelerate the migration, the KDP, Google Cloud, and HCLTech 
teams evaluated a number of Google Cloud automation tools to perform 
the lift-and-shift migration of SAP workloads from the current data center to 
Google Cloud, settling on Migrate for Compute Engine and CloudEndure (the 
latter of which is now deprecated).

Storage

We deployed premium Zonal Persistent Disks (SSD) for all SAP workloads. 
All non-production and production workloads requiring higher IOPS and 
throughput will also leverage this disk type for boot disk and attached 
storage.

Google Cloud Storage 

KDP has leveraged Google Cloud Storage with SAP Enterprise Backup 
Solution, and standard multi-regional or regional buckets will be used as 
required by KDP’s disaster recovery (DR) requirements. Data stored in Google 
Cloud Storage is encrypted using default encryption.

Additional information and 
reference documents
	 •	 Dive deeper into GCE public 
		  and custom images, and more.
	 • 	 Right-size your cloud 
		  instance before migrating 
		  a virtual machine to Compute
 		  Engine with GCE instance 		
		  sizing recommendations. 
	 •	 Discover how to create VMs 	
		  with multiple network 		
		  interfaces.
	 • 	 Learn more about the
	  	 automation tool Migrate for 	
		  Compute Engine (M4CE). 

Google Cloud offers the following 
storage types:
	 •	 Standard (HDD) persistent 		
		  disks: Low-cost block storage 	
		  for large devices
	 •	 SSD persistent disks: Fast and 	
		  reliable block storage, with high 	
		  IOPS and low latency
	 •	 Local SSDs: High-performance 	
		  local block storage
	 •	 Cloud Storage buckets: 		
		  Affordable object storage

For more information, see 
Storage Options. 

For SAP systems to run at peak performance, it’s 
critical that you select the correct machine type.“

2 

3 

https://cloud.google.com/solutions/sap/docs/certifications-sap-apps
https://cloud.google.com/solutions/sap/docs/certifications-sap-hana
https://cloud.google.com/compute/docs/disks#pdspecs
https://cloud.google.com/compute/docs/disks#gcsbuckets
https://cloud.google.com/compute/docs/images
https://cloud.google.com/compute/docs/images
https://cloud.google.com/migrate/compute-engine/docs/4.5/concepts/planning-a-migration/cloud-instance-rightsizing
https://cloud.google.com/migrate/compute-engine/docs/4.5/concepts/planning-a-migration/cloud-instance-rightsizing
https://cloud.google.com/compute/docs/instances/apply-machine-type-recommendations-for-instances
https://cloud.google.com/compute/docs/instances/apply-machine-type-recommendations-for-instances
https://cloud.google.com/vpc/docs/create-use-multiple-interfaces
https://cloud.google.com/vpc/docs/create-use-multiple-interfaces
https://cloud.google.com/vpc/docs/create-use-multiple-interfaces
https://cloud.google.com/migrate/virtual-machines/docs/5.0/how-to/enable-services
https://cloud.google.com/migrate/virtual-machines/docs/5.0/how-to/enable-services
https://en.wikipedia.org/wiki/Hard_disk_drive
https://en.wikipedia.org/wiki/Hard_disk_drive
https://en.wikipedia.org/wiki/Solid-state_drive
https://cloud.google.com/compute/docs/disks#localssds
https://cloud.google.com/compute/docs/disks#gcsbuckets
https://cloud.google.com/compute/docs/disks
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Beginning the migration

Having defined a migration strategy based on KDP’s migration triggers, business goals, and SAP workload 
priorities, we began to execute the migration in four phases, focusing first on modernizing SAP systems that 
were critical to business workloads and that will see continued investment.

SAP Application DB Type Region GCP Instance Type

ECC 6 HANA US East 4 m2-ultramem-416

ECC 6 SQL Server US East 4 n1-highmem-32

BW HANA US East 4 m1-megamem-96

SCM SQL Server US East 4 n1-standard-32

SLT SQL Server US East 4 n1-standard-32

PI SQL Server US East 4 n1-standard-32

GRC SQL Server US East 4 n1-standard-16

MII SQL Server US East 4 n1-standard-32

EP SQL Server US East 4 n1-standard-16

Solman SQL Server US East 4 n1-standard-32

Phase 2: Consolidate and Convert

SAP Application DB Type Region GCP Instance Type

EWM HANA US East 4 m1-ultramem-160

GRC HANA US East 4 n2-highmem-8

Solman HANA US East 4 n2-highmem-80

PO HANA US East 4

S/4 HANA US East 4 n2-highmem-64

Phase 1: Lift and Shift



15

Phase 3: High Availability

SAP Application DB Type Region GCP Instance Type

ECC 6 HANA US East 4 m2-ultramem-416

ECC 6 SQL server US East 4 n1-highmem-32

S/4 HANA US East 4 n2-highmem-64

SCM SQL Server US East 4 n1-standard-32

EP SQL server US East 4 n1-standard-16

Phase 4: Disaster Recovery

SAP Application DB Type Region GCP Instance Type

ECC 6 HANA US West 2 m2-ultramem-416

ECC 6 SQL Server US West 2 n1-highmem-32

SCM SQL Server US West 2 n1-standard-32

SLT SQL Server US West 2 n1-standard-32

PI SQL Server US West 2 n1-standard-32

MII SQL Server US West 2 n1-standard-32

Exploration

Survey available cloud options 
for the SAP landscape (private, 
public, hybrid)

Determine relevant cloud 
capabilities

Discuss key challenges and 
solutions that different 
clouds provide 

Operational Readiness

Technical capability 

Fit gap analysis for target 
end state 

Cloud Selection 

Cloud strategy 

Business and IT alignment on 
cloud selection

Key requirements for cloud 
adoption 

Foundation 

Build foundational elements 
for SAP landscape 

GCP cloud infrastructure 
(projects, networks, and 
platform)

SAP CoE

Migration Approaches 

Identify appropriate migration 
approach for SAP applications 
in scope

Identify appropriate tooling 
required for migration 

Operate & Innovate

Establish best practices 
for operating SAP 
landscape on GCP

Identify areas of 
optimization and innovation   
using SAP and GCP tools 

Migration 

Execute migration based 
on the strategy and tool 
selection and operation 
procedures established    
in previous stage 

Key drivers, priorities, and scope influence the strategy 
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Hot vs. cold system 

Following the merger of Keurig (hot) and Dr Pepper Snapple Group (cold), KDP needed to bring its multiple data 
centers together under one HCLTech support contract. By doing so, KDP simplified and unified the support 
processes while it works through the SAP licensing requirements and back-end support systems.

VPC

Region 

Zone

Backup Destination Private Subnet 

Compute Engine
SAP Web Dispatcher
(optional) 
Linux
n1-standard-16

/root
/usr/sap

/root
/usr/sap

/root
/user/sap

/hana/data
/hana/logo

/hana/shared

/root
/usr/sap

/root
/usr/sap

Persistent disk

Persistent disk

SAP Application
Kernel, boot disk

HANA backup

SAP HANA
SAP HANA 
boot disk

/hanabackupBackups

Backups

Persistent disk Persistent disk

Persistent diskPersistent disk

Compute Engine
SAP ASCS
Linux
n1-standard-16

Persistent 
Disk Snapshot

Cloud Storage 

Persistent 
Disk Snapshot

Persistent Disk
SAP Enterprise 
Backup Solution

Compute Engine
SAP PAS
Linux
n1-standard-8

Compute Engine
SAP HANA DB
Linux
m2-ultramem-416

Compute Engine
SAP AAS1,2...11
Linux
n1-standard-16

OPTIMIZE: High availability considerations and cost optimization

After workloads have been migrated to Google Cloud, it is important to ensure you manage them properly. We 
worked with KDP and HCLTech to prepare different teams that need to be actively involved in monitoring and 
securing SAP workloads on Google Cloud, and planning for high availability and disaster recovery. 

High availability (HA) refers to sets of techniques, engineering practices, and design principles that enable 
business continuity in the event of failures. These approaches work by eliminating any single point of failure 
(SPOF) in the system and providing the ability to seamlessly resume operations with minimal business disruption 
in case of any component failure(s) in the system. Fault recovery is the process of recovering and resuming after 
an outage due to a failed system component.
  

SAP ECC on HANA Architecture – March 2019 (Deprecated)

https://cloud.google.com/solutions/sap/docs/sap-hana-ha-planning-guide
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Before the migration, KDP struggled with availability, experiencing three outages in one month. So, for KDP’s SAP 
HANA 12 TB instance, the Google Cloud PSO team proposed an HA architecture across the zone in order to meet 
the SLA of 99.99%.

Cloud Storage

VLAN attachment
us-east4

VLAN attachment
us-west2

/sapmnt
/usr/sap/trans
/interfaces

/sapmnt
/usr/sap/trans
/interfaces

Private subnet
us-east4 - Pri Region

us-east4-a 

Private subnet

us-east4-b

KDP On-Prem

Backups

Backups

HANA Async
Replication SAP HANA DR

PD-snapshot

PD
-s

na
ps

ho
t

*Instance Power Down (Cost Optimized)

SUSE
Linux Cluster

HANA Sync
Replication

NFS mounts
Google ILB

SAP HANA - HA

us-west2 - DR Region
us-west2-b

Cloud
Sync

HANA VIP

Cloud Storage

n1-standard-4

SUSE-Linux
SAP ASCS

n1-standard-16
SUSE-Linux
SAP PAS
AAS1.3.5.7.9.11

m2-ultramem-416

SUSE-SAP Linux
SAP HANA 2.0 

n1-standard-16

SUSE-Linux
NFS Server

m2-ultramem-416

SUSE-SAP Linux
SAP HANA 2.0 

n1-standard-16
SUSE-Linux
SAP AAS2,4,6,8,
10,12

n1-standard-16

SUSE-Linux
NFS Server

m2-ultramem-416

SUSE-SAP Linux
SAP HANA 2.0 

*SUSE-Linux
SAP AAS2,4,6

n1-standard-4

*SUSE-Linux
SAP ASCS

*SUSE-Linux
SAP PAS, 
AAS1.3.5

Cloud
Interconnect

SAP ECC HANA (primary)

SAP ECC HANA (DR)

Additional information and reference documents: 
SUSE Best Practices for HANA HA on Google Cloud
	 •	 Explore the SUSE HA Test Practice Cluster guide. 
	 •	 Refer to section 10.1.1 for different test cases of SAP HANA SAP 	
		  HANA Performance Optimized Test Scenarios.
	 •	 SAP HANA SR performance Optimized Scenario - SLES 	
		  12SP01 - SAP HANA HA autofailover.
	 •	 Download the SUSE Linux Enterprise server for SAP and HANA 	
		  Applications 12 SP4 Guide. 

SAP documentation and important open storage service (OSS) notes 
	 •	 System Replication Best Practices - SAP HANA System Replication 
	 •	 System Replication Setup - How To Perform System Replication 	
		  for SAP HANA
	 •	 Troubleshoot System Replication

SAP ECC on HANA Architecture with High Availability — Current

https://www.suse.com/support/kb/doc/?id=000018946
https://documentation.suse.com/sbp/all/html/SLES4SAP-hana-sr-guide-CostOpt-12/index.html#cha.s4s.test-cluster
https://documentation.suse.com/sbp/all/html/SLES4SAP-hana-sr-guide-CostOpt-12/index.html#cha.s4s.test-cluster
https://documentation.suse.com/sbp/all/html/SLES4SAP-hana-sr-guide-CostOpt-12/index.html#cha.s4s.configure-cluster
https://documentation.suse.com/sles-sap/12-SP4/pdf/SLES4SAP-guide_color_en.pdf
https://documentation.suse.com/sles-sap/12-SP4/pdf/SLES4SAP-guide_color_en.pdf
https://wiki.scn.sap.com/wiki/display/SAPHANA/System+Replication
https://assets.cdn.sap.com/sapcom/docs/2016/06/0ec37684-7a7c-0010-82c7-eda71af511fa.pdf
https://assets.cdn.sap.com/sapcom/docs/2016/06/0ec37684-7a7c-0010-82c7-eda71af511fa.pdf
https://help.sap.com/docs/PRODUCT_ID/bed8c14f9f024763b0777aa72b5436f6/caca75c6f0cf4204af9d38ae0fe2d379.html?state=PRODUCTION&version=latest&locale=en-US
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Disaster recovery 

When a primary site that hosts mission-critical technical infrastructure becomes completely unavailable, that 
is considered a disaster. It’s important to consider the probability that a disaster might occur with or without 
warning because some steps, such as relying on completion of replicas, depend on whether a disaster occurs 
with warning. In all cases, you need to retain full access to your disaster recovery systems both for users and any 
other systems interacting with the DR system. You also need to ensure that enough capacity is available at the 
disaster recovery site. Learn more here.

DR 
Scenario

RTO RPO Database File Shares App Servers Cost $$

1 Days Day *Backup/restore *Backup/restore *Backup/restore Low 

2 Hours Minutes
Backup/restore or 
asynchronous replication

Backup/restore or file 
sync async replication

Backup/restore Medium 

3 Minutes ~0 Asynchronous replication
Storage asynchronous 
replication

Pre-build, restore 
from GCP 
image or Google 
snapshot 

High 

Backup and recovery 

The KDP team used SAP Enterprise Backup Solution to deliver backup and restore functionality for SAP HANA 
and Netweaver applications for SAP S/4HANA on Google Cloud. The software platform delivers the unparalleled 
advantages and benefits of a truly holistic approach to data and information management.

Agent-based backups

“This whole journey has 
made us much more resilient 
and takes out huge daily 
operational risk for all of 
KDP while saving on our 
operating costs. Great win all 
around and a fantastic set of 
learnings for KDP and for all 
of our partners.”

– VP of IT Digital Transformation

SAP Enterprise 
Backup Solution

Protect policy 

SAP Application and Database

Protect
SAP HANA and SAP Instances -

SAP Enterprise Backup 
Solution Agent 

Backup Pool 

SAP Enterprise Backup Solution Architecture 

Options for Google Cloud for SAP DR

“

https://cloud.google.com/solutions/sap/docs/sap-hana-dr-planning-guide


Lessons learned 

Throughout the migration process, the KDP, Google 
Cloud PSO, and HCLTech teams continually assessed 
our progress to revisit key strategies, identify wins, and 
glean learnings — for ourselves and for any company 
embarking on a cloud migration of their SAP systems. 
Below are key lessons and takeaways from the 
KDP migration.

	 •	 While planning a migration, identify current cloud
	  	 knowledge and skills of the company and the 	
		  migration partner, and where those knowledge 
		  and skills differ from those of the Google Cloud
	  	 team. Then, develop a training plan that will 	
		  fill those skills gaps to ensure the project go-	
		  live is successful. The following training courses 
		  and resources proved to be invaluable to the KDP 	
		  and HCLTech teams:
		  -	 Google Cloud Essentials and Google Cloud 	
			   Architecture
		  -	 Foundation of Google Cloud Security
		  -	 Identifying and resolving application latency 	
			   issues with SRE 
		  -	 SAP on Google Cloud fundamentals 
		  -	 SAP deployment checklist on Google Cloud 
		  -	 Disaster recovery using SAP HANA backups
•	 Understand the impact of live migrations to the 	
	 SAP HANA systems and multi-zone setup.

•	 IO performance issues related to storage performance 	
	 were discovered. These were tied to the number 		
	 of CPUs allocated to an instance. As a result, on most 		
	 of KDP’s non-HANA databases, we had to quadruple the
	 number of CPUs on the instance to get the same
	 performance in a non-cloud data center.
•	 SAP ECC suffered outages while running SAP HANA on	
 	 a single node, as high availability was not implemented 	
	 in phase 1.
•	 During large migrations of VMs, we discovered that 		
	 when using Migrate for Compute Engine (Velostrata), 
	 VMs need to be shut down in colocations and moved 		
	 to another environment that is entirely controlled by the 	
	 customer or the implementation partner.
•	 While working with partners on Google Cloud, perform 		
	 a capacity planning exercise, especially for any large 		
	 VM instances used for SAP workloads. 

Forge ahead with a smooth 
cloud migration

It’s no longer a question of whether it makes sense to 
migrate your SAP systems to the cloud, but rather when. 
Concerns about the business disruption have kept many 
organizations from taking advantage of the cloud’s many 
performance benefits, but KDP has demonstrated how it’s 
possible to migrate critical SAP and non-SAP workloads 
quickly and with minimal business disruption when you 
team up with the right cloud provider and partner.

To learn more about how Google Cloud can 
help your organization accelerate business 
outcomes, reduce risk, and leverage the best 
cloud technology for your SAP investment, 
contact us at cloud.google.com/solutions/sap.
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https://www.cloudskillsboost.google/quests/23
https://www.cloudskillsboost.google/quests/24
https://www.cloudskillsboost.google/quests/24
https://www.qwiklabs.com/course_sessions/626156/documents/116566
https://www.qwiklabs.com/focuses/22203?parent=catalog
https://www.qwiklabs.com/focuses/22203?parent=catalog
https://cloud.google.com/solutions/sap/docs/certifications-sap-apps
https://cloud.google.com/solutions/sap/docs/checklist-sap-overview
https://cloud.google.com/solutions/sap/docs/sap-hana-dr-planning-guide#disaster_recovery_using_sap_hana_backups
https://cloud.google.com/solutions/sap

