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EXECUTIVE SUMMARY

The Accelerate State of DevOps Report is the largest and longest-
running research of its kind. It represents five years of work surveying
over 30,000 technical professionals worldwide. The results allow us

to better understand the practices that lead to higher software
delivery performance that can generate powerful business outcomes.
This is the only DevOps report that includes cluster analysis to help
teams benchmark themselves against the industry as high, medium,
or low performers and predictive analysis that identifies specific

strategies that teams can use to improve their performance.

We’ve found that these benefits and results apply equally to all
organizations, regardless of their industry vertical.

This year we examine the impact that cloud adoption, use of open source
software, organizational practices (including outsourcing), and culture
all have on software delivery performance.
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Our research continues to examine the role
of software delivery metrics—throughput and
stability—on organizational performance and
finds evidence of tradeoffs for organizations

that conventionally optimize for stability.

For the first time, our research expands our
model of software delivery performance to
include availability. This addition improves
our ability to explain and predict organizational
outcomes and forms a more comprehensive
view of developing, delivering, and operating
software. We call this new construct software
delivery and operational performance, or
SDO performance. This new analysis allows
us to offer even deeper insight into DevOps

transformations.

R

SDO performance unlocks competitive advantages.
Those include increased profitability, productivity,
market share, customer satisfaction, and the ability
to achieve organization and mission goals.

How you implement cloud infrastructure matters.
The cloud improves software delivery performance and
teams that leverage all of cloud computing’s essential
characteristics are 23 times more likely to be high performers.

Open source software improves performance.

Open source software is 1.75 times more likely to be
extensively used by the highest performers, who are also 1.5
times more likely to expand open source usage in the future.

Outsourcing by function is rarely adopted by elite
performers and hurts performance.

While outsourcing can save money and provide a flexible
labor pool, low-performing teams are almost 4 times

as likely to outsource whole functions such as testing

or operations than their highest-performing counterparts.

Key technical practices drive high performance.
These include monitoring and observability, continuous
testing, database change management, and integrating
security earlier in the software development process.

Industry doesn’t matter when it comes to achieving
high performance for software delivery.

We find high performers in both non-regulated

and highly regulated industries alike.




WHO TOOK
THE SURVEY?

Our research provides the most comprehensive
view of the growing DevOps industry, with
scientific studies that span five years and more
than 30,000 survey responses. Nearly 1,900
professionals worldwide participated in this
year’s study, which reflects increasing diversity
as measured by the proportion of women and
underrepresented minorities, although the
industry is still far from parity. This year

we also report on respondents with disabilities

for the first time.
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DEMOGRAPHICS & FIRMOGRAPHICS

This year, we see a significant increase in the percentage of female respondents
compared to previous years. We believe this increase—which reflects widely
reported industry gender distribution'—can be explained by our focus on
diversifying our survey sample. To get a more complete picture of how many
women are working on technical teams, even if we might not have their
responses in our study, we asked respondents and heard that 25 percent of
respondents’ teams are women. Note that this change in demographics does not
invalidate prior findings; we were able to confirm and revalidate prior years’
results and we call these out throughout the report.

L A2018 Report by HackerRank puts women in tech at 14.2%

(https://www.hpcwire.com/2018/03/05/2018-hackerrank-report-shows-progress-challenge-women-coders/),
while a NCWIT study reports 25% women in tech

(https://www.ncwit.org/sites/default/files/resources/womenintech_facts_fullreport_05132016.pdf)
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DEMOGRAPHICS

12%

4%

— GENDER
<1%

83%

I Non-Binary

11% 13%

MEMBER OF AN
UNDERREPRESENTED
GROUP

76%

Did not specify I Identify I Do not identify

Did not specify I Female I Male

Respondents

stated 25%

of their teams

DISABILITY

are women

Preferred not to respond I Identify I Do not identify

This is the first year we have asked about disability,
which is identified along six dimensions that follow
guidance from the Washington Group Short Set?

Identifying as a member of an underrepresented minority

can refer to race, gender, or another characteristic. This

is the second year we have captured this data and it has

2 http://www.washingtongroup-disability.com/wp-content/uploads/2016/01/
The-Washington-Group-Short-Set-of-Questions-on-Disability.pdf
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FIRMOGRAPHICS

DEPARTMENT

Development or Engineering
DevOps or SRE

Consultant

IT Operations or Infrastructure
Quality Engineering or Assurance
Product Management

Other

Professional Services

C-level Executive

Release Engineering
Information Security

Network Operations

Sales Engineering

Sales or Marketing

Student

No Department

I 29°%

I 11%
I 10%
Il 6%
I 4%

B 3%

B 3%

M 3%

B 2%
I<1%
I<1%
I<1%
I<1%

I <1%
I<1%

Participants who work in a DevOps team have

increased since we began our study, reporting
16% in 2014, 19% in 2015, and 22% in 2016,
and holding steady at 27% in 2017 and 2018.

Accelerate: State of DevOps 2018

INDUSTRY

Technology

Financial Services

Other
Retail/Consumer/e-Commerce
Government

Healthcare & Pharmaceuticals
Insurance
Media/Entertainment
Telecommunications
Education

Industrials & Manufacturing
Energy

Non-profit

REGION

I 40%

I 15%
I 10%
H 6%
I 6%
B 5%

B 4%

B 4%

B 3%

B 3%

B 3%

1%

1%
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FIRMOGRAPHICS

NUMBER OF EMPLOYEES

1-4

5-9

10-19

20-99
100-499
500-1,999
2,000-4,999
5,000-9,999
10,000+

I don’t know

NUMBER OF SERVERS

Fewerthan 100 [N 18%
100-499 [ 16%
500-1,999 [N 13%
2,000-4,999 [N 8%
5,000-9,999 [ 6%
10,000-49.999 [ 7%
50,000-99,999 W 2%
100,000+ [ 7%
I don’t know or not applicable I 24%

OPERATING SYSTEMS

Windows 2003/2003R2

Windows 2008/2008R2

Windows 2012/2012R2

Other Windows

Linux Arch

Other Linux

Linux Debian/Ubuntu variants

Linux Enterprise variants (RHEL, Oracle, CentOS)
Linux Fedora

Linux SUSE Linux Enterprise Server
Linux OpenSUSE

Other UNIX
FreeBSD/NetBSD/OpenBSD

AIX

Solaris

OS Other
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HOW DO
WE COMPARE?

Consider this section your DevOps benchmark
assessment. We examined teams to understand—
in statistically meaningful ways—how they are
developing, delivering, and operating software
systems. Benchmarks for high, medium,

and low performers show where you are in

the context of multiple important analyses
throughout the report. We also identify trends

year over year.
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SOFTWARE DELIVERY PERFORMANCE

This year’s report reflects a fundamental industry change in how software and
technology are viewed: What we referred to as IT performance in earlier research
is now referred to as software delivery performance to differentiate this work
from IT helpdesk and other support functions. The ability to leverage this
high-value performance is a key differentiator for organizations. Those that
develop and deliver quickly are better able to experiment with ways to increase
customer adoption and satisfaction, pivot when necessary, and keep

up with compliance and regulatory demands.

Our analysis shows that any team in any industry, whether subject to a high
degree of regulatory compliance or not—across all industry verticals—has
the ability to achieve a high degree of software delivery performance.

We classify teams into high, medium, and low performers and find that they
exist in all organization types and industry verticals. You’ll find these
classifications referenced throughout the report.
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To capture software delivery performance, we
use measures that focus on global outcomes
instead of output to ensure that teams aren’t
pitted against each other. As in previous years,
we use four measures of software delivery
performance that capture two aspects of
delivery, as shown to the right.

A common industry practice, especially in
government or highly regulated fields, is to
approach throughput and stability as a trade-off.
But our research consistently finds that the highest
performers are achieving excellence in both
throughput and stability without making tradeoffs.
In fact, throughput and stability enable one
another. For the fifth year in a row, cluster analysis
shows statistically significant differences in both
throughput and stability measures among our
performance profiles, with the highest performers
excelling at all aspects of throughput and stability,
and medium and low performers falling behind.

SOFTWARE DELIVERY PERFORMANCE

THROUGHPUT

Deployment frequency Lead Time for changes

STABILITY



PERFORMANCE PROFILES

However, this year we find interesting behavior among
medium performers that suggests evidence of tradeoffs.
Medium performers are doing well in terms of stability
(on par with the high performers), but they fall behind 48%

when it comes to speed. As expected, and consistent O ERIEEr e
with previous years, low performers again trail all
groups in all aspects of performance.

New elite performers raise the bar
This year, the data shows a fourth high-performance
group: elite performers. This new category exists for two 37%

reasons. The first is that we see the high-performing SRR 0L 5
group growing and expanding, suggesting the overall
industry is improving its software development and
delivery practices. This trend signals that high 1 5%
performance is attainable for many teams in the industry LOW PERFORMERS
and is not something reserved for a an exclusive group of
teams with unique characteristics. The second is that the
elite group demonstrates that the bar for excellence is
evolving across the industry, with the highest performers
still optimizing for throughput and stability.

Accelerate: State of DevOps 2018: Strategies for a New Economy | How Do We Compare? 0 Q ® Return to TOC »
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The proportion of high performers has grown year over year, showing that the
industry is continuing to improve. We still see the highest performers (as seen in
the “elite performers,” a subset of our high-performing group) developing and
delivering software at the highest levels, just as we’ve observed in years past.
We also see low performers are struggling to keep up, widening the gap.

Aspect of Software Delivery Performance P High Medium Low

Deployment frequency On-demand Between once Between once Between once
For the primary application or service you work on, how often does your organization (multiple per hour and per week and per week and
deploy code? deploys perday) once per day once per month  once per month

Lead time for changes

For the primary application or service you work on, what is your lead time for changes Less than Between one Between one Between one
(i.e., how long does it take to go from code commit to code successfully running one hour day and week and month and
in production)? one week one month® six months®
Time to restore service

For the primary application or service you work on, how long does it generally Less than Less than Less than Between one
take to restore service when a service incident occurs (e.g., unplanned outage, one hour one day one day week and
service impairment)? one month

Change failure rate

For the primary application or service you work on, what percentage of changes results

eitherin degraded service or subsequently requires remediation (e.g., leads to service 0-15% 0-15% 0-15% 46-60%
impairment, service outage, requires a hotfix, rollback, fix forward, patch)?

Medians reported because distributions are not normal.

All differences are significantly different based on Tukey’s post hoc analysis except where otherwise noted.

3 The elite performance group is a subset of the high performance group.
Means are not significantly different based on Tukey’s post hoc analysis; medians exhibit differences because of underlying distribution. Typical low performers have a lead time for changes between one month and six months, and typical medium
performers have a lead time for changes between one week and one month; however, tests for significant differences show that overall, these two groups are not statistically different when including all group members’ variance in behavior.
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COMPARING THE ELITE
GROUP AGAINST THE LOW
PERFORMERS, WE FIND THAT
ELITE PERFORMERS HAVE...

<>

46 TIMES MORE

frequent code deployments

7 TIMES LOWER 2,604 TIMES FASTER

change failure rate time to recover from incidents
(changes are 1/7 as likely to fail)
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MISGUIDED PERFORMERS SUFFER FROM CAUTIOUS APPROACH

We often hear from organizations that prefer to take a cautious approach to software
development and delivery. They assure us—and their stakeholders—that releasing
code infrequently can be an effective strategy as they use the extra time between
deployments for testing and quality checks to minimize the likelihood of failure.

For the most part, they achieve that goal.

Our cluster analysis this year shows a

performance profile that matches this LSS BIDE DI CREORMERS

misguided approach: relatively low speed

Between once per month

(deployment frequency and lead time
and once every six months

Deployment frequency
for changes) and a better change fail rate

than low performers. However, this Lead time for changes Between one month
and six months

cluster also reports the longest time to

Between one month

restore service. Time to restore service )
and six months

Developing software in increasingly complex .
Change failure rate 16-30%

systems is difficult and failure is inevitable.

Making large-batch and infrequent changes

Accelerate: State of DevOps 2018: Strategies for a New Economy | How Do We Compare?



https://www.facebook.com/devopsresearch/
https://www.linkedin.com/company/devops-research-and-assessment-llc/
https://twitter.com/devops_research

introduces risk to the deployment process.
When failures occur, it can be difficult to
understand what caused the problem and
then restore service. Worse, deployments

can cause cascading failures throughout the
system. Those failures take a remarkably

long time to fully recover from. While many
organizations insist this common failure
scenario won’t happen to them, when we look

at the data, we see five percent of teams doing

exactly this—and suffering the consequences.

At first glance, taking one to six months

to recover from a system failure seems
preposterous. But consider scenarios where
a system outage causes cascading failures
and data corruption, or when multiple
unknown systems are compromised by
intruders. Several months suddenly seems
like a plausible timeline for full recovery.

Customers may be able to use the system
within hours or days, but engineers

and operations professionals are likely
investigating all the contributing factors
for the incident, checking for and
remediating data loss or inconsistencies,
and restoring the system to a fully
operational state. (The crash of healthcare.
gov in October 2013 is a particularly
high-profile example of this scenario.)
When systems are compromised by
intruders, investigation and remediation
can take even longer. These periods of
incident resolution are intensive and
exhausting. When they happen multiple
times a year, they can quickly take over
the work of the team so that unplanned
work becomes the norm, leading to
burnout, an important consideration

for teams and leaders.

Accelerate: State of DevOps 2018: Strategies for a New Economy | How Do We Compare?
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Throughput

Deployment frequency
The elite group reported that it routinely deploys on-demand and performs

multiple deployments per day. By comparison, low performers reported deploying

between once per week and once per month; an improvement from last year. It’s worth noting that
Consistent with last year, the normalized annual deployment numbers range four deploys per day is
from 1,460 deploys per year (calculated as four deploys per day x 365 days) a conservative estimate
for the highest performers to 32 deploys per year for low performers. uhenicomparing against

Extending this analysis shows that elite performers deploy code 46 times companies such as

CapitalOne that report
more frequently than low performers. P

deploying 50 times per
day,’ or companies

Change lead time such as Google and

Similarly, elite performers are optimizing lead times, reporting that the time Netflix that deploy

from committing code to having that code successfully deployed in production ETEUEEMESEIMEE

per day (aggregated

is less than one hour, whereas low performers required lead times between
over the hundreds of

one month and six months. With lead times of 60 minutes for elite performers : :
services that comprise
(a conservative estimate at the high end of “less than one hour”) and 26,940 their production
minutes for low performers (the mean of 43,800 minutes per month and environments).
262,800 minutes over six months), the elite group has 2,555 times faster

change lead times than low performers.  Banking on Capital One:
https://youtu.be/_DnYSQEUTfo
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Stability

Time to restore service

The elite group reported that its time to restore service is less than one hour,

while low performers reported between one week and one month. For this
calculation, we chose conservative time ranges: one hour for the highest
performers and the mean of one week (168 hours) and one month (5,040 hours)
for low performers. Based on these numbers, elites have 2,604 times faster time

to restore service than low performers. As previously noted, time to restore service
worsened for low performers compared to last year.

Change failure rate

Elite performers reported a change failure rate between zero and 15 percent, while
low performers reported change failure rates of 46 to 60 percent. The mean between
these two ranges shows a 7.5 percent change failure rate for elite performers and 53
percent for low performers. This represents change failure rates for elite performers
that are seven times better than low performers. As noted earlier, change failure rates
worsened for low performers when compared to the previous year.

Accelerate: State of DevOps 2018: Strategies for a New Economy | How Do We Compare?
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PERFORMANCE METRICS
All of the measures reported in this graphic are

relative; that is, they compare the highest

and the lowest performers each year. As we

look at performance data over the past few years,

some of the gaps in performance widen while 2016

others narrow. From 2017 to 2018, the gap

for all performance metrics between the lowest
and highest performers increased or stayed

the same. The increased gap indicates a slip in
performance among low performers, which may

2017

be due to growing complexity in environments

and therefore difficulty in delivering software.

We do note a trend in change fail rate over the

past few years: the highest performers continue

to see low change fail rates, while the low

performers are increasingly likely to have

changes impact their systems. This suggests

that building resilient systems, or systems that 2018

we expect to fail (as Dr. Richard Cook says),’

is increasingly important.

I Deploy Lead time Time to I Change

4 . . frequency for changes restore service fail rate
http://web.mit.edu/2.75/resources/random/How%20Complex%20Systems%20Fail.pdf
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SDO PERFORMANCE: ADDING AVAILABILITY

This year, we captured an additional measure of software performance important
to organizations: availability. At a high level, availability represents an ability for
technology teams and organizations to make and keep promises and assertions
about the software product or service they are operating. Notably, availability

is about ensuring a product or service is also available to and can be accessed

by your end users. Our measure of availability also captures how well teams define
their availability targets and learn from any outages, making sure their feedback
loops are complete. The items used to measure availability form a valid and
reliable measurement construct.

Analysis showed the availability measures are significantly correlated with
software delivery performance profiles, and elite and high performers consistently
reported superior availability, with elite performers being 3.55 times more likely
to have strong availability practices.

This analysis, in addition to observations in industry and research, suggested
we add availability to our model of software delivery performance.’

° We include availability in our model of software delivery as it relates to predicting organizational performance (including profitability, productivity,
and customer satisfaction), but not as a classifier of performance (that is, it is not included in our cluster analysis). This is because availability
measures do not apply the same way for software solutions that are not services, such as packaged software or firmware.
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We show in the diagram below how our software development and delivery metrics
combine with availability to form a more comprehensive view of developing, delivering,
and operating software today. We also find support for this from NIST,® which defines
availability as “ensuring timely and reliable access to and use of information.” We call
this new construct software delivery and operational performance, or SDO
performance, and we find that it contributes to organizational performance.’

® NIST Special Publication 800-12r1: “An Introduction to Information Security”

" We note that teams can think about this in terms of software or services, and so the “s” in SDO performance can be interpreted to mean software or service.

SOFTWARE DEVELOPMENT SOFTWARE DEPLOYMENT SERVICE OPERATION

Change Fail Availability

PERFORMANCE METRICS

.........................................................................................................................................

Deployment Frequency Time to Restore
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DOES DEVOPS
MATTER?

Intuition tells us that DevOps matters: that
technology transformations drive business
outcomes and quality improvements. We hear
stories from organizations about how they
are leveraging technology to realize improved
outcomes in efficiency, profit, and customer
satisfaction. But stories and intuition aren’t
enough to support continuing investments;
we need evidence and data. Our analysis
shows that implementing DevOps practices
and capabilities during technology
transformations pays off in terms of
organizational performance as well

as quality outcomes.
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ORGANIZATIONAL PERFORMANCE

SDO performance is a key value driver and differentiator for teams and

organizations in any industry because it enables organizations to leverage
software to deliver improved outcomes. These outcomes are measured

by many factors, including productivity, profitability, and market share

as well as non-commercial measures such as effectiveness, efficiency,

and customer satisfaction. Our analysis shows that elite performers are 1.53
times more likely to meet or exceed their goals for organizational performance,
and high performers are 1.38 times more likely to meet or exceed their goals.

For the fifth year in a row, our research finds that software delivery performance
is an important component of organizational performance. Our measure of
organizational performance references academic literature and captures two
aspects of achieving or exceeding mission goals for organizations: commercial
goals® and non-commercial goals.®

8 Widener, S. K. (2007). An em pirical analysis of the levers of control framework. Accounting, organizations and society, 32(7-8), 757-788.

2 Cavalluzzo, K. S., & Ittner, C. D. (2004). Implementing performance measurement innovations: evidence from government.
Accounting, organizations and society, 29(3-4), 243-267.
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Combined, commercial and

non-commercial goals include:

« Profitability

« Productivity

« Market share

« Number of customers

« Quantity of products or services

« Operating efficiency

« Customer satisfaction

+ Quality of products or services provided

« Achieving organization or mission goals

Analysis shows that software delivery performance is
an important factor in understanding organizational
performance. Adding availability to the model this
year created a second-order construct for predicting
organizational performance. Our new second-order
construct of software delivery and operational
performance predicts organizational performance
better than software delivery performance or
availability do alone.

These measures allow us to collect data from
companies of all sizes, across industries.

Absolute numbers make comparing a small startup to

a large conglomerate nonsense, with widely different
revenue, profit, and income levels. Sophisticated financial
ratios may pick up on differences, but good ratios differ by
industry. Measuring against organizational goals provides
comparative responses that can be used across industries
and organization sizes.

Respondents may not know absolute numbers
for profit or revenue information.

But knowing if sales or customer satisfaction targets
are being met is often general knowledge in companies
of all sizes.

How closely an organization meets targets

indicates how well leaders know the market

and can run their business.

The stock market rewards public companies for meeting
or exceeding earnings targets but punishes them if

they over-exceed earnings goals because that indicates
leaders didn’t understand their market or business well.
Measurement using absolute numbers doesn’t provide
these kinds of insights.




Our structural equation model (SEM) is used
throughout the rest of the report. Itis a
predictive model used to test relationships.
Each box represents a construct we measured
in our research, and each arrow represents
relationships between the constructs. A larger
box that contains boxes (constructs) is a
second-order construct.

To interpret the model, all arrows can be read
using the words predicts, affects, drives, or
impacts. In this example, the second-order
construct SDO performance is comprised of
the constructs software delivery performance
and availability, and these together drive
organizational performance.

Software
delivery
performance

Organizational
performance

AVAILABILITY
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QUALITY OUTCOMES

Teams and organizations embarking on technology transformations also

have goals of improving quality. However, measuring quality is challenging
because it is context-dependent and many measures vary by industry and
even by company.®®

Despite the challenges of identifying quality metrics that apply to all
organizations, we can identify good proxies for quality that work across
companies and industries. These include how time is spent, because it

can tell us if we are working on value-add work or non-value-add work.

In this research, we used measures such as the proportion of time spent

on manual work, unplanned work or rework, security remediations, and
customer-support work, and the results were revealing. Our analysis shows
that high performers do significantly less manual work across all vectors,
spend more time doing new work, and spend less time remediating security
issues or defects than their low-performing counterparts. Because they build
quality in, they spend less time fixing problems downstream, freeing up more
time to do value-add work.

10 This concept is discussed by software quality expert Jerry Weinberg in his book Quality Software Management. Volume 1:
Systems Thinking. New York: Dorset House Publishing, 1992.
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Manual Work

By leveraging automation for repetitive tasks or tasks we can parallelize
(and therefore speed up), teams and organizations can improve work
quality, repeatability, and consistency, and free workers from spending
time on low-value tasks. With more work automated, high performers
free their technical staff to do innovative work that adds real value to
their organizations.

However, we've learned that estimating the level of automation in our work
is difficult; it is much easier to estimate the percentage of work that is still
done manually. That’s not surprising. Manual work is painful and so people
are highly aware of it. Once work is automated, it’s no longer painful and it
tends to disappear from people’s attention.

When we compare high performers to their lower-performing peers, we
find that elite and high performers are doing less manual work than their
lower-performing peers at statistically significant levels on all dimensions,
while medium performers have the highest amount of manual work on

all dimensions.
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Readers may be surprised to see that medium performers are doing more
manual work than low performers when it comes to testing and change-approval
processes, and these differences are statistically significant. However, we also

found a similar pattern in the data last year, where medium performers reported
more manual work than low performers in deployment and change-approval
processes than low performers (again, at statistically significant levels). We have
heard and seen this story several times with teams undergoing transformations.
The j-curve diagram on the next page illustrates this experience.

Manual work High Medium Low

Configuration Management 5% 10% 30%? 30%:?
Testing 10% 20% 50% 30%
Deployments 5% 10% 30%”" 30%”"
Change Approvals 10% 30% 5% 40%

Medians reported because distributions are not normal
3P Not significantly different when testing for differences using Tukey’s post hoc analysis
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J-CURVE OF TRANSFORMATION

Technical debt and increased
complexity cause additional manual ¢
controls and layers of process around
changes, slowing work

Automation helps
low performers

° progress to
medium performers

o
Relentless improvement
work leads to excellence
and high performance!
High and elite performers
leverage expertise
and learn from their
environments to see
jumps in productivity.

Teams begin

: , Automation increases test
6 transformation

o requirements, which are dealt

and identify with manually. A mountain
quick wins of technical debt blocks progress.
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How Time Is Spent

Another place to measure value and quality of work is how teams spend their time.
That is, when teams are doing work, are they able to focus their time devoting effort
and energy on developing new features and supporting infrastructure? Or do teams
spend most of their time correcting problems, remediating issues, and responding to
defects and customer-support work (that is, fixing issues that arise because quality
was not built in up front)? We conceptualize this time into two categories.

The first category is proactive or new work, in which we are able to design, create,
and work on features, tests, and infrastructure in a structured and productive way
to create value for our organizations.

The second category is called reactive unplanned work, or rework. Interruptions,
errors, and reactions drive this work, making it difficult to focus and get things
done. In doing work, the goal is to build quality in,* but measuring this is difficult.
Therefore, we looked for evidence of missed quality; that is, where did errors slip
through? This time spent on rework, remediations, and customer supportis an
indication of poor quality because we are having to spend time fixing quality

we did not build in initially. In most cases, we want to spend more time on the
first category and less time on the second.

C Deming, W. Edwards. Out of the Crisis. Cambridge, MA: MIT Press, 2000.
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We asked our respondents how they spend their time and found that across
the board, elite performers are getting the most value-add time out of their days
and are spending the least amount of time doing non-value-add work of all

groups, followed by high performers and medium performers. Low performers
are doing the worst on all dimensions in terms of value-add vs. non-value-add time.

Time Spent High Medium Low

NEW WORK 50% 50% 40% 30%
Unplanned work and rework 19.5% 20%:? 20%2 20%2
Remediating security issues 5% 5%" 5%" 10%

Working on defects

0 0/C 0/ C 0
identified by end users 10% 10% 10% 20%

Customer support work 5% 10% 10% 15%

Medians reported because distributions are not normal.
2 Significantly different when testing for differences using Tukey’s post hoc analysis
b.¢ Not significantly different when testing for differences using Tukey’s post hoc analysis
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HOW DO
WE IMPROVE?

Once you understand how you compare

to your peers and the impact of improved
performance, the next step is to apply

that understanding to improve. Our analysis
identifies capabilities that are statistically
shown to improve software delivery and
operational performance. You can leverage
this information to drive conversations

and initiatives to progress to higher-

performing categories.
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CLOUD, PLATFORM & OPEN SOURCE

Forrester predicts' that the total global public cloud market will be $178B in 2018,
up 22 percent from 2017, and Forbes reports® that 83 percent of enterprise workloads

will be in the cloud by 2020. In our survey, 67 percent of respondents said the primary
application or service they were working on was hosted on some kind of cloud platform.
This year’s report looks at the impact of common cloud usage patterns on SDO
performance, and finds that what really matters is how teams use cloud services,

not just that they use them.

As you’ll notice, the percentages add up to over 100%.

We asked our respondents if their teams were using CLOUD PROVIDER USAGE
multiple cloud providers and their reasons why.*

AWS I,  52%

2 https://www.forrester.com/report/Predictions+2018+Cloud+Computing+Accelerates+ Azure NN 34%
Enterpriset+Transformation+Everywhere/-/E-RES139611 Other NG 77,

13 https://www.forbes.com/sites/louiscolumbus/2018/01/07/83-of-enterprise-workloads- Google Cloud Platform (GCP) NN 137,
will-be-in-the-cloud-by-2020/#173157906261 No cloud provider NN 179

 We note that our respondents report cloud usage in proportions similar to that slsfores | T
in other reports, such as the 2018 Right Scale State of the Cloud Report Heroku 4%
https://www.rightscale.com/Ip/state-of-the-cloud?campaign=7010g0000016 JiA No cloud &alsocloud® [1%
and the Clutch Amazon Web Services vs. Google Cloud Platform vs. Microsoft Azure
Survey, supporting the external validity of our data.
(https://www.rightscale.com/lp/state-of-the-cloud?campaign=7010g0000016 Ji)

a Respondents indicated they use no cloud, but also selected a cloud provider.
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USAGE OF MULTIPLE CLOUD PROVIDERS

41%

Single cloud
providers

17%

No cloud
providers

1%

, 40%

Multiple cloud
providers

a Respondents indicated they use no cloud, but also selected a cloud provider.

REASON FOR USING MULTIPLE CLOUD PROVIDERS

We only have one cloud provider
or we are not using public cloud

Availability
Disaster recovery

Lack of trust in one provider, Leverage
unique benefits of each provider®

Legal compliance

Other

& An error in survey setup meant that two options (“Lack of trust in one provider” and “ Leverage unique benefits
of each provider”) were presented as a single option and therefore collected as one option. Our apologies.

I, 57%

I 40°%
I 28%

I 237

I 22%
I, 4 7%

> No cloud & also cloud ?

PRIMARY PRODUCT OR SERVICE®

18%

Hybrid cloud
39%
Publiccloud ey | - > 540/0

Multiple cloud
providers

Private cloud

<Sum totals exceed 100 percent; reflecting that
some products or services are deployed to multiple

environments, for example 13 percent of respondents

indicate the primary product or service they support runs

on both a public cloud and a traditional datacenter.
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Readers may note some inconsistency here:

How can applications be categorized as Public &
Private & Hybrid by our respondents? One challenge
is that hybrid is often self-defined: If respondents say
they’re hybrid (using both private and public cloud),
then they are. These answers may also reflect
respondents working on several apps, one of which
is hosted publicly, one privately, and anotherin a
hybrid environment.

We also note that a datacenter isn’t necessarily a
private cloud. An organization can build a private cloud
in its datacenter, but conversely, a datacenter can be
managed in a traditional way that doesn’t meet any of
the essential cloud characteristics we describe below.

The fact that we as an industry are unclear when
using these definitions may explain why some
reports don’t seem to reflect our experience.

That is, our experience may differ due to definitions
and measurement. We address this specifically in the
next section where we talk about cloud computing.

OVERLAPS OF CLOUD TYPE USAGE

13%

. Hybrid Cloud
Public Cloud & & Datacenter
Datacenter
(o)
a9 1 14%
0
Private Cloud &
Public & Private Datacenter
& Hybrid &
Datacenter
Public &
Private & Hybrid
Public &
Private Cloud
Public &
Hybrid Cloud

Private & Hybrid Cloud
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How You Implement
Cloud Infrastructure Matters

Respondents who agreed or strongly agreed that they met all
essential cloud characteristics were 23 times more likely to be

in the elite group than those in the low performing group. Similarly,
users adopting platform as a service are 1.5 times more likely to be
elite performers and users adopting cloud-native design practices
are 1.8 times more likely to be elite performers. Users of
infrastructure as code to manage their cloud deployments are

1.8 times more likely to be elite and users of containers

are 1.5 times more likely to be elite performers.

However, many respondents that say they are using cloud
computing haven’t actually adopted the essential patterns

that matter—and this could be holding them back. NIST defines
five essential characteristics of cloud computing (see next page),
but only 22 percent of respondents that said they were using
cloud infrastructure agreed or strongly agreed that they met

all of these characteristics.'

15 NIST Special Publication 800-145: “The NIST Definition of Cloud Computing.”

23 TIMES

Teams that adopt
essential cloud
characteristics are
23 times more likely

to be elite performers.
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These characteristics matter when defining what
it really means to adopt cloud computing, and
our research shows they impact software delivery
performance. Respondents who agreed or
strongly agreed that they met all characteristics
were 23 times more likely to be in the elite

group than those in the low performing group.

Broad network access and on-demand
self-service are often overlooked and are
especially important because they directly
affect performance outcomes for consumers.
For example, some cloud implementations

still require that users raise tickets in order

to access critical resources to accomplish their
work or they cannot access cloud systems easily
from their devices. From the consumer perspective,
they may as well be using a traditional datacenter.
This is a huge barrier to realizing the efficiency
improvements in delivery process that lead

to higher-performance teams.

% ) AGREED OR STRONGLY AGREED

On-demand self-service
Consumers can provision computing resources as needed,
automatically, without any human interaction required.

Broad network access

Capabilities are widely available and can be accessed through
heterogeneous platforms (e.g., mobile phones, tablets, laptops,
and workstations).

Resource pooling

Provider resources are pooled in a multi-tenant model, with
physical and virtual resources dynamically assigned and
reassigned on-demand. The customer generally has no direct
control over the exact location of provided resources, but may
specify location at a higher level of abstraction (e.g., country,
state, or datacenter).

Rapid elasticity

Capabilities can be elastically provisioned and released to rapidly
scale outward or inward commensurate with demand. Consumer
capabilities available for provisioning appear to be unlimited and
can be appropriated in any quantity at any time.

Measured service

Cloud systems automatically control and optimize resource use
by leveraging a metering capability at some level of abstraction
appropriate to the type of service (e.g., storage, processing,
bandwidth, and active user accounts). Resource usage can

be monitored, controlled, and reported for transparency.
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Platform as a Service
Another way to provide a better service to application developers
is through implementing a platform as a service (PaaS) in which

“the consumer does not manage or control the underlying cloud
infrastructure including network, servers, operating systems,
or storage, but has control over the deployed applications and
possibly configuration settings for the application-hosting
environment.”*® Examples of a PaaS include Heroku, RedHat
OpenShift, Azure App Service, Google App Engine, AWS Elastic
Beanstalk and Cloud Foundry.

Only 24 percent of respondents report using a PaaS. However,
respondents that do most of their work on a PaaS are 1.5 times more
likely to be in the elite performance group. These respondents agreed
or strongly agreed that their team uses libraries and infrastructure
defined by the PaaS as the basis for their applications, can deploy
their application into the cloud on demand using a single step, and
can perform self-service changes on-demand for databases and other
services required by their application.

o NIST Special Publication 800-145: “The NIST Definition of Cloud Computing.”
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Infrastructure as Code

One of the key innovations of the DevOps movement is the idea
of infrastructure as code. In this paradigm, we reproduce and
change the state of our environments in an automated fashion
from information in version control rather than configuring
infrastructure manually.

This way of working is a natural fit for cloud infrastructure, where
resources can be provisioned and configured through APIs. Tools

such as Terraform make it simple to provision and evolve cloud
infrastructure using declarative, version-controlled configuration.
This, in turn, makes provisioning testing and production environments
fast and reliable, improving outcomes both for administrators and
users of cloud infrastructure. Similar techniques can be used to deploy
applications automatically.

In our study, 44 percent of cloud adopters agreed or strongly agreed
that environment configuration and deployments use only scripts
and information stored in version control, with no manual steps
required (other than approvals). Respondents using infrastructure as
code are 1.8 times more likely to be in the elite performance group.

Accelerate: State of DevOps 2018: Strategies for a New Economy | How Do We Improve?



https://www.facebook.com/devopsresearch/
https://www.linkedin.com/company/devops-research-and-assessment-llc/
https://twitter.com/devops_research

Page No

Cloud Native

Applications designed specifically around the constraints
inherent to cloud systems are referred to as cloud native.
These applications differ from those designed for traditional
datacenters in several critical ways.* Importantly, systems
in the cloud are presumed to run on unreliable underlying
infrastructure and must be designed to handle failures. This
means cloud native applications must be resilient, able to
respond dynamically to changes in workload (i.e., elastic),
and easy to deploy and manage on-demand.

Of respondents deploying to a cloud, 47 percent agreed or
strongly agreed that the application or service they were
working on was originally designed and architected to runin
the cloud. While not all high-performing teams run cloud
native applications, teams that do are 1.8 times more likely
to be in the elite performing group.

Finally, we asked people whether they were using containers.

Respondents using containers in production are 1.3 times
more likely to be elite performers.

A popular guide to designing cloud native applications is available at https://12factor.net/

PERCENTAGE OF PRODUCTS/SERVICES

RUNNING IN THE CLOUD THAT ARE CLOUD NATIVE

41%

23%
13% 13% 119

0-19% 20-39% 40-59% 60-79%  80-100%

CONTAINER USE

)
36% 31%

29%

USE BOTH
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Open Source

Over the last two decades, open source
software has become widely adopted. In our
survey, 58 percent of respondents agreed that
their team made extensive use of open source
components, libraries, and platforms, with over
50 percent agreeing that their team planned

to expand use of open source software.

Elite performers are 1.75 times more likely

to make extensive use of open source
components, libraries, and platforms than low
performers, and 1.5 times more likely to plan
to expand their use of open source software.

Capital One is one of the ten largest banks in the
US, and is known for its innovative approach to
customized services and offerings. The company
embraced Agile and DevOps methods early, and
credit that with allowing them to become a much
more productive, high-performing organization
that empowers technology professionals to do
better work and deliver a superior product to
their customers.

Dr. Tapabrata Pal, Sr. Engineering Fellow at Capital
One, who has worked with engineering teams at the
company extensively, says: “At Capital One we have
an ‘Open Source First’ philosophy. We build and run
our software on Open Source foundations, and we
actively contribute to the Open Source community.
We also launch our own Open Source projects, most
notably our award-winning DevOps dashboard,
Hygieia. We believe that it is essential to embrace,
adapt and adopt Open Source. For us, it is not just
the Open Source software, it is also the culture -

the culture of collaboratively building software in
our organization. This use of and approach to open
source has helped Capital One to deliver software to
our customers faster, more reliably, and with higher
quality, allowing us to better serve our customers.”




Page No

OUTSOURCING

Outsourcing has traditionally been viewed as a quick way to expand capabilities
and bandwidth. Aside from the workload benefits for short-term or difficult-to-
hire projects, outsourcing can be beneficial in cost; it reduces the number

of full-time employees required and provides elasticity for technical labor.

A popular outsourcing model is to assign individual organizational functions—
for example, application development, testing/QA, or service operation—to
external vendors. However this model introduces additional handoffs and
potential friction between functional groups. The functional division of
responsibilities can also inhibit agility: Once contracts have been signed,
changes to specifications are difficult to manage across external silos.

The handoffs and silos created in many outsourcing models have drawn criticism
from Agile and DevOps communities because they are perceived as a barrier

to high performance. This year, we looked at outsourcing practices and impacts
on SDO performance. We asked respondents about the extent to which they
outsource application development, testing and QA, and IT operations work.
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Analysis shows that low-performing teams
are 3.9 times more likely to use functional
outsourcing (overall) than elite performance
teams, and 3.2 times more likely to use
outsourcing of any of the following functions:
application development, IT operations work,
or testing and QA. This suggests that
outsourcing by function is rarely adopted

by elite performers.

Let’s take a deeper look into the impact

of outsourcing by function. Using the
information we have about the elite and
low-performing profiles, we can quantify

and estimate some of the consequences in
dollars. First, we know that elite performers
typically deliver software multiple times per
day, whereas low performers deliver between

once every month and once every six months.

Recall our “misguided performers” from the Software
Delivery Performance section: the group with
deployment frequency and lead time for changes
slower than or on par with our low performers.

While this group has a better change fail rate than
low performers, it also reports the longest time to
restore service, with downtimes of one to six months.

Misguided performers also report the highest use of
outsourcing, which likely contributes to their slower
performance and significantly slower recovery from

downtime. When working in an outsourcing context,
it can take months to implement, test, and deploy
fixes for incidents caused by code problems.
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Outsourcing tends to lead to batching work—and thus long lead times—
because the transaction cost of taking work from development to QA

to operations is so high when these are held in outsourced groups.

When work is batched into projects or releases, high-value and low-value
features get lumped together into each release, meaning that all of the
work—whether high or low value—is delivered at the same speed.

Let us emphasize this point: Important and critical features are forced

to wait for low-value work because they are all grouped together into

a single release. We’re sure many professionals have seen this in practice:
in most project backlogs, there are a few features that are
disproportionately valuable. The cost of delaying these high-value
features (because all features are released together) is often significant.
And in many cases, this cost of delay is likely to exceed the amount saved
through outsourcing.

Let’s take a concrete example from Maersk Line, the world’s largest
container shipping company.*® In one project, a team estimated how
much it was costing the company per week to not have the features
delivered from the backlog.

'8 This example, along with the figure on the next page, is taken from “Black Swan Farming Using Cost of Delay” by Joshua Arnold
and Ozlem Yiice, https://blackswanfarming.com/experience-report-maersk-line/

Accelerate: State of DevOps 2018: Strategies for a New Economy | How Do We Improve?


https://www.facebook.com/devopsresearch/
https://www.linkedin.com/company/devops-research-and-assessment-llc/
https://twitter.com/devops_research

Page No

We can work through an example based on the cost of delay calculated by Maersk,

and assuming we are working in a team with a profile matching elite performers.

As a reminder, this means we are able to deliver a completed feature on demand, rather
than waiting months for a batch of features to be released. Just the top three features

in the graph have a cost of delay of roughly USD $7 million per week, or about $30 million
per month. If, as our data shows, outsourcing by function is correlated with lead times of
months to get features delivered, it is entirely possible that the costs associated with this
delay on your ability to deploy far outweigh the savings of outsourcing.

MAERSK COST OF DELAY POWER LAW CURVE

2.8MM .T Th 6
— is power law curve
24Mm ¢ is typical of product
~ 2.2MM
£ o + backlogs
> 1.8MM
S 16MM
= 14MM
3 1.2MM 19 A power law distribution describes
TMM phenomena where a small number of
600K items accounts for 95% of the resources.
400K .. See http://www.statisticshowto.com/
200K o power-law/
C ) (RFSAENY
10 20 30 40 50 60 70 80

Number of Requirements
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Of course, this is not the only benefit of improving SDO performance.
High performers are also able to restore service more rapidly in the event
of an outage, have more stable releases, have better availability, and

produce higher-quality software with fewer defects.

There are some important caveats to our findings on outsourcing. The
arguments presented here address wholesale outsourcing by function
(development, testing, QA, operations), and these findings confirm many
stories we hear in industry about outsourcing leading to poor outcomes.
(These arguments can also be applied to organizations with internal
functional silos.)

However, it is important to note that our findings do not necessarily extend
to other working models involving multiple entities. For example, these
arguments don’t apply to the use of partners or vendors for the
development of whole systems, wherein the entire process is outsourced
from design through to operation. In this case, the key to success is that
technical dependencies between services are managed properly?®

and do not cause delays to the delivery of high-value features.

20 For more detail, we point you to the importance of a loosely coupled architecture in the 2017 State of DevOps Report.
https://devops-research.com/assets/state-of-devops-2017.pdf
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Other popular models that are not addressed in this analysis include
both geographically distributed teams and so-called “embedded”
contractor models. A key difference in these models is that the
“other” teams—whether they are in-house distributed teams or

the additional staff provided by contracting and consulting firms—
operate and behave as part of the primary organization’s cross-
functional product or technology teams; if the rhythms of software
development and delivery are maintained, outcomes are very likely
to be maintained.

In fact, we see support for this in the data: high-performing
teams are twice as likely to be developing and delivering software

in a single, cross-functional team, a key practice we discuss in
the next section.
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LEAN AND AGILE PRACTICES

When hoping to improve performance, organizations often focus on buying
solutions in the form of tools, vendors, and methodologies. However what’s
important is the capabilities these solutions enable, not the solutions
themselves. Over the last four years we’ve set out to identify which capabilities
actually have a statistically significant impact on the outcomes we care about.
This year, we confirmed that lean approaches to product management impact
software delivery performance and looked at how teams are organized.

The Importance of Cross-Functional Teams

The concept of cross-functional teams is central to many Agile approaches.
According to the Scrum Guide, “The Scrum Team consists of a Product Owner,
the Development Team, and a Scrum Master. Scrum Teams are self-organizing
and cross-functional... Cross-functional teams have all competencies needed
to accomplish the work without depending on others not part of the team.”*
In Extreme Programming Explained: Embrace Change (Second Edition), Kent
Beck and Cynthia Andres write, “Include on the team people with all the skills
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and perspectives necessary for the project
to succeed.” (p38) Indeed, we found that low

performers were twice as likely to be developing
and delivering software in separate, siloed teams

than elite performers.

Lean Product Management

In prior years, we looked at the impact of Lean
and Agile product management practices on
both software delivery performance and
organizational performance. These practices
have seen success in many contexts, although
they are not always implemented. For example,
it’s still common to see months spent on
budgeting, analysis, and requirements-gathering
before starting work; to batch work into big
projects with infrequent releases; for software
delivery teams to have no input over how their
work is done; and for customer feedback to be
treated as an afterthought.

The extent to which teams slice up products and
features into small batches that can be completed

in less than a week and released frequently, including
the use of minimum viable products (MVPs)

Whether organizations actively and regularly seek
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