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If AI is a foundational general-purpose technology, we should anticipate that demand for AI compute —
and energy — will continue to grow. The Sun is by far the largest energy source in our solar system, and
thus it warrants consideration how future AI infrastructure could most efficiently tap into that power.
This work explores a scalable compute system for machine learning in space, using fleets of satellites
equipped with solar arrays, inter-satellite links using free-space optics, and Google tensor processing
unit (TPU) accelerator chips. To facilitate high-bandwidth, low-latency inter-satellite communication,
the satellites would be flown in close proximity. We illustrate the basic approach to formation flight
via a 81-satellite cluster of 1 km radius, and describe an approach for using high-precision ML-based
models to control large-scale constellations. Trillium TPUs are radiation tested. They survive a total
ionizing dose equivalent to a 5 year mission life without permanent failures, and are characterized for
bit-flip errors. Launch costs are a critical part of overall system cost; a learning curve analysis suggests
launch to low-Earth orbit (LEO) may reach ≲$200/kg by the mid-2030s.

1. Introduction

1.1. Motivation for ML in space

The development of the Transformer model (1)
and the subsequent rise of generative, multimodal
AI have led to an explosion of demand for com-
pute capacity. Although dramatic gains have been
made in efficiency (e.g. Gemini query energy con-
sumption was reduced 33× over a one year period
(2)), AI-based products and services have grown
even faster, leading to a rapid increase in data
center energy demand. To that end, Google is
invested in advancing new forms of power gen-
eration (e.g. (3–5)). However, given AI appears
to be a foundational general-purpose technology
(6) — akin to electricity or the steam engine —
we should anticipate that its use will continue
to broaden across all aspects of human endeavor
from powering the economy, to helping to tackle
some of humanity’s greatest challenges (7–9),
and it can be expected that AI computational
needs will grow, as will the energy required to
run it.
In this paper and the research “moonshot” it

proposes, we look to the future and work back
from that. The Sun is by far the largest source

of power in our solar system: with an output
of 3.86 × 1026W, the Sun emits more than 100
trillion times humanity’s total electricity produc-
tion. At some point in the future, the best way to
power AI will likely thus be to more directly tap
into that enormous source of energy. Space-based
solar power has long been proposed in various
forms (10–12). It has many of the attractive qual-
ities of terrestrial solar power, with the additional
advantages that solar panels in certain orbits are
exposed to nearly continuous sunshine, and re-
ceive up to 8× more solar energy per year than a
panel located on Earth at mid-latitude (13). How-
ever, getting the generated power back to Earth
has been a major challenge for such proposals.
Instead of transmitting power to Earth from

space, we propose a future that includes space-
based ML “data centers” consisting of many solar-
powered satellites networked via free-space opti-
cal inter-satellite links. While there are a number
of challenges that would need to be addressed to
realize this “moonshot,” in the long run it may
be the most scalable solution, with the additional
benefit of minimizing the impact on terrestrial
resources such as land and water.
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1.2. System design overview

Working backward from an eventual future in
which the majority of AI computation happens in
space, we identify as an intermediate milestone
showing that a space-based system could achieve
performance roughly comparable to a terrestrial
datacenter. This research initiative is focused on
addressing several of the major ingredients re-
quired: power generation, high-bandwidth, low-
latency communication between chips, radiation-
tolerant compute, a thermal management system,
and a data link to ground stations. We aim to be
as mass-efficient as possible, maximizing compute
per kilogram to minimize launch costs, while at-
tending to practical considerations for satellite
design, including launch vehicle compatibility,
avoidance of space debris, and structural feasibil-
ity.

To meet these requirements, we propose work-
ing towards a future where we would host the
Google tensor processing unit (TPU) accelerator
chips on a constellation of solar-powered satel-
lites, with size and number of TPUs per satel-
lite determined by both economic and engineer-
ing considerations. We envision launching the
satellites into dawn-dusk, sun-synchronous low-
Earth orbit (LEO) to maximize power generation
while minimizing latency of ground communi-
cations and launch cost. To enable ultra-high
bandwidth, low-latency data transfer between
satellites, they will fly close together and com-
municate via free-space optics inter-satellite links
(FSO ISLs). An ML-based flight control model en-
ables the satellites to maintain close flight prox-
imity while avoiding collisions. Eventually, opti-
cal links will also be needed for high-bandwidth
communication with the ground, but for a pilot
project, radio suffices, avoiding the challenges
of overcoming atmospheric interference. Main-
taining a dawn-dusk orbit will increase latency to
some ground locations, but is advantageous for
maximizing power. Cooling would be achieved
through a thermal system of heat pipes and radi-
ators while operating at nominal temperatures.
Proposals exist for “monolithic” data centers

in space where individual spacecraft significantly
exceed the size of any current or planned launch
vehicle (14; 15). While such design concepts re-

duce the need for high-performance inter-satellite
links, they involve new challenges: such struc-
tures would have to be assembled in space by
humans or robots; collision avoidance would be
more cumbersome; and structural requirements
would add mass and complexity. Our proposed
approach would instead rely on arrays of smaller
satellites. This more modular design would pro-
vide ample opportunity to scale to the terawatts of
compute capacity that could fit within the dawn-
dusk sun-synchronous low-earth orbital band.

To assess the viability of this concept, this work
focuses on several key technological challenges:
the required inter-satellite communication band-
width, the dynamics and control of large, tightly-
clustered satellite formations, the radiation toler-
ance of TPUs, and economic feasibility given ex-
pected future launch costs. Other significant chal-
lenges such as on-orbit reliability and repair, high-
bandwidth ground communications, and thermal
management are also discussed in this paper. Our
ongoing research towards achieving this moon-
shot involves refining designs and reducing risks
through further analysis, ground-based testing,
and in-orbit prototype missions – similar to how
Google has approached other ambitious research
initiatives.

2. Results

2.1. Inter-satellite links

The networking requirements of large-scale ter-
restrial machine learning (ML) clusters far exceed
the capabilities of current inter-satellite link (ISL)
technology. Google’s TPU supercomputers, for in-
stance, utilize a two-tiered networking architec-
ture. A high-speed data center network provides
pod-level connectivity (16), while a custom, low-
latency optical Inter-Chip Interconnect (ICI) with
throughputs on the order of hundreds of gigabits
per second per chip facilitates the tightly-coupled
communication required for large-scale training
workloads (17). In contrast, commercially avail-
able optical ISLs offer data rates in the range of
1–100Gbps.

Our analysis shows that the required aggregate
bandwidth per link, on the order of 10Tbps, is
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achievable by using Commercial Off-The-Shelf
(COTS) Dense Wavelength Division Multiplexing
(DWDM) transceiver technology, similar to that
used in terrestrial data centers. The primary chal-
lenge is that such equipment requires significantly
higher received optical power levels, on the or-
der of hundreds of microwatts, compared to the
∼1µW levels typical for traditional long-range
ISLs. These power levels can be achieved by dras-
tically reducing the inter-satellite distance. Since
for distances larger than the Fresnel limit, re-
ceived power scales with the inverse square of the
distance due to beam divergence, flying the satel-
lites in close formation (hundreds of kilometers,
or less) provides ample power to close the link
budget for high bandwidth COTS transceivers, as
illustrated in Figure 1.
As the distance becomes very short (e.g.,

∼10km for a 10 cm telescope), spatial multiplex-
ing emerges as a new opportunity for further
scaling. The smaller beam spot size at shorter
distances allows multiple independent beams to
be established between transceiver arrays on dif-
ferent satellites, each carrying a separate DWDM
datastream. For example, as illustrated with three
examples on the left of Figure 1, a single 10 cm
total aperture can be populated with a 2 × 2 ar-
ray of independent 5 cm optical systems at a link
distance of 2.5 km, or a 4 × 4 array of 2.5 cm
systems at 0.63 km, scaling the total bandwidth
with the number of parallel links. This enables fur-
ther scaling of bandwidth inversely with distance,
analogous to achieving high aggregate bandwidth
through parallel spatial streams in Google’s Palo-
mar Optical Circuit Switch (18).

A bench-scale demonstrator using off-the-shelf
components successfully achieved 800Gbps uni-
directional (1.6 Tbps bidirectional) transmission
across a short free-space path, validating the po-
tential of this approach.

2.2. Orbital dynamics

Our proposed system design, at scale, will be
significantly larger, and entail much closer for-
mation flight (due to inter-satellite communica-
tions requirements), than any previous or cur-
rent satellite constellations. We considered a set

Figure 1 | Existing OISL device specifications vs.
proposed design. Lines illustrate the 1/𝑑2 rela-
tionship between distance and achievable band-
width for three modulation schemes with differ-
ent photons-per-bit (PPB) requirements. Com-
mercial systems operate at long ranges, while
our proposed system targets much shorter ranges
to achieve higher data rates. 24-way dense
wavelength-division multiplexing (DWDM) can
be achieved up to about 300km distance with
a 10cm aperture size. Fitting 2 × 2, 4 × 4, and
8×8 spatially multiplexed beams into the same to-
tal aperture requires distances of 2.5km, 0.63km
and 0.15km (limited by crosstalk rather than
power). Modulation schemes shown: Quadrature-
Amplitude modulation with 16 symbols (PM-
16QAM), on-off keying (OOK), and the Shannon-
Hartley limit of channel capacity.

of constraints including: maintaining a stable
set of nearest neighbors, minimizing latency and
maximizing solar exposure and ISL performance.
Based on these constraints, Figure 2 shows one
possible configuration for an illustrative, planar
81-satellite constellation—-all placed in the or-
bital plane, at a mean cluster altitude of 650 km.
The arrangement here is based on a square rather
than hexagonal lattice, mostly to simplify its de-
scription. Cluster radius is R=1 km, with distance
between next-nearest-neighbor satellites oscillat-
ing between (approximately) 100 and 200m, as is
shown in Fig. 3. We note that, of course, evolving
constraints could change the optimal architecture
for our constellation.
The constellation performs two shape-cycles

per full orbit. Peripheral satellite S1 is at apoap-
sis at 𝑇 = 3𝑇orbit/12, at altitude ℎ = 𝑎+ 𝑅/2 and at
periapsis at 𝑇 = 9𝑇orbit/12, at altitude ℎ = 𝑎− 𝑅/2.

3



Towards a future space-based, highly scalable AI infrastructure system design

1000 0 1000

1000

500

0

500

1000

T = 0 Torbit/12

1000 0 1000

1000

500

0

500

1000

T = 1 Torbit/12

1000 0 1000

1000

500

0

500

1000

T = 2 Torbit/12

1000 0 1000

1000

500

0

500

1000

T = 3 Torbit/12

1000 0 1000

1000

500

0

500

1000

T = 4 Torbit/12

1000 0 1000

1000

500

0

500

1000

T = 5 Torbit/12

1000 0 1000

1000

500

0

500

1000

T = 6 Torbit/12

1000 0 1000

1000

500

0

500

1000

T = 7 Torbit/12

1000 0 1000

1000

500

0

500

1000

T = 8 Torbit/12

1000 0 1000

1000

500

0

500

1000

T = 9 Torbit/12

1000 0 1000

1000

500

0

500

1000

T = 10 Torbit/12

1000 0 1000

1000

500

0

500

1000

T = 11 Torbit/12

Figure 2 | Evolution of a free-fall (i.e. “no thrust”) constellation subject to Earth’s gravitational
attraction plus J2-term (due to Earth’s oblateness) over the course of one orbit, shown at time
intervals of 1/12 of a full orbit in a non-rotating coordinate system. Positions are relative to the
central reference satellite S0 (red). Horizontal axis is aligned with the negative in-track direction of
S0 at t=0, vertical direction correspondingly is “towards zenith at t=0.” Short arrows indicate the
“towards center of Earth” direction. Magenta: nearest neighbors (8-neighborhood) of the central
satellite S0. Dark blue: the “maximally-distant in in-flight direction at 𝑡 = 0” satellite S1. Dark blue
dashed: S1’s cluster-center-relative positions over the course of one orbit. All distances in meters.
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Figure 3 | Evolution of the distance between cen-
tral "reference" satellite S0 and its (direct and
diagonal) nearest neighbors over the course of
one orbit under the combined effect of Newtonian
Gravity and Earth’s J2-term.

Since the diameter of S1’s orbital ellipse equals
that of S0’s, their orbital periods are identical;
likewise for other satellites. (Perturbations due
to the J2 term and other effects will require slight
amendments to this leading-order-effect state-
ment.)
While the constellation remains bounded in-

side a sphere of radius R, its shape goes through
two full cycles over the course of one orbit. At any
point in time, all satellites fit into a rotating “±R
prograde, ±R/2 in altitude” ellipse. The interior
of this rotating ellipse does not perform a rigid
rotation: During the course of one orbit, differ-
ent satellites are closest to the endpoints of its
semi-major/minor axes, as one readily observes
by following the path of S1.

If satellite motion were perfectly Keplerian (i.e.
if Earth’s gravitational field were that of a point
mass, and effects such as solar and lunar tides, at-
mospheric friction, radiation pressure, etc. were
absent), this “free fall” constellation would re-
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produce itself perfectly after a full orbit, at zero
delta-v requirement. If maintaining a planar con-
stellation is undesirable, such as for establishing
inter-satellite links or to address passive safety
concerns, in-plane motion can be superimposed
with per-satellite oscillatory out-of-plane motion
(one oscillation per orbit). The 2:1 axis ratio of the
in-plane bounding ellipsoid is a consequence of or-
bital dynamics. For a given minimal inter-satellite
distance, this design approach leads to the num-
ber of satellites scaling quadratically with cluster
radius, 𝑁 ∼ 𝑅2. Improving the ratio of sunlight
capture area over cluster cross-section beyond
quadratic scaling would in general, for given mini-
mal inter-satellite distance, require non-Keplerian
formation flight approaches—such as electromag-
netic formation flight (19)—and would have to
pay attention to occlusion of outgoing “rejected
heat” IR radiation between satellites.
Taking the leading “oblateness”-related J2-

correction to Earth’s gravitational field into ac-
count, which here would be exploited to keep
satellites in a sun-synchronous orbit (i.e. make
the orbital plane rotate once per year), the clus-
ter’s shape would get deformed slightly over the
course of an orbit. This (predictable) drift can be
compensated for via a small adjustment to cluster
shape. A simplistic numerical calculation estab-
lishes that, for an example cluster as described,
adjusting the axis-ratio to 2:1.0037 can reduce J2-
drift to <3 m/s/year per km of maximal distance
from reference orbit. A more in-depth analysis
of differential accelerations (e.g. (20)) suggests
that formation flight should be feasible with only
modest delta-v requirements beyond what would
be needed for precise station-keeping of a single
satellite.

2.3. TPU radiation testing

Commercial-Off-The-Shelf (COTS) hardware has
seen increasing use for space missions (21), such
as the Mars Ingenuity helicopter (22). How-
ever, high-performance ML accelerators, which
are characterized by a cutting-edge process node,
large die size, and high floating-point opera-
tions per second (FLOPS) capability, represent
a new frontier for COTS hardware in space. To
address the question of their viability, Google’s

V6e Trillium Cloud TPU with its associated AMD
host server were tested in a 67MeV proton
beam to simulate the operating conditions of sun-
synchronous LEO. This work presents the first
published radiation-testing results for such a de-
vice. For the target sun-synchronous LEO with
significant shielding (e.g. 10 mm Al equivalent),
the radiation environment is primarily composed
of penetrating protons and Galactic Cosmic Rays
(GCRs) (23), resulting in an estimated dose of
∼150 rad(Si)/year (24). Radiationmainly causes:
1) Total Ionizing Dose (TID) effects, the cumula-
tive build-up of charge in insulating layers lead-
ing to device degradation (25), and 2) Single
Event Effects (SEEs), which are instantaneous
faults caused by a single energetic particle strike
generating a dense track of electron-hole pairs
(26). Sensitivity depends on the process node
and cell libraries used, and has historically de-
creased, but this trend does not hold beyond the
5nm node (26). For TPUs to be useful for machine
learning in space, they must survive the expected
5 year lifetime TID of ∼750 rad(Si), and SEEs
must be at levels manageable through techniques
like memory error correcting codes (ECC). Unde-
tected SEEs are a particular concern for model
training, as undetected bit-flips can lead to Silent
Data Corruption (SDC). SDC may occur in any op-
erating environment; SEE-induced SDCs are not
the only cause (27). The covert nature of these
errors requires careful calibration, detection and
correction techniques.
Of the different elements of the Trillium TPU,

the High Bandwidth Memory (HBM) subsystems
exhibited the most sensitivity to TID. In our tests,
HBM-specific stress tests began to show irreg-
ularities after a cumulative dose of 2 krad(Si),
which is almost 3× our minimum requirement
for TID survival of 750 rad(Si). All other tests,
including end-to-end ML workloads and compute-
centric tests, continued to operate correctly up
to the maximum tested cumulative dose of 15
krad(Si) on a single chip. No hard failures were
attributable to TID up to this level.
HBM was also the most SEE-sensitive compo-

nent, primarily manifesting as uncorrectable ECC
errors (UECCs). For typical inference workloads,
the observed HBM UECC rate of approximately
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one event/50 rad, at an estimated orbital dose of
150 rad(Si)/year, translates to a very low failure
probability, on the order of 1 per 10 million infer-
ences. While this error rate is likely acceptable
for inference, the impact of SEEs on training jobs,
and the efficacy of system-level mitigations, re-
quires further study. Radiation testing of the host
system, with a focus on Single Event Functional
Interrupts (SEFIs), e.g. system crashes, suggests
a rate of one event per 450 rad(Si) for CPU and
400 rad(Si) for RAM.

2.4. Launch cost analysis

High launch costs have historically stymied ef-
forts to harvest solar power in space on large
scales (10). The below does not constitute a
full economic analysis, but gives proof points
demonstrating that there is a feasible path for
launch costs to drop sufficiently to no longer
be prohibitive. For context, economic feasibil-
ity analyses of space-based solar power for Earth
use (the most analogous use case to space-based
compute) cite $500/kg to Geostationary Trans-
fer Orbit (GTO) as a viability threshold (10; 11).
SpaceX’s Falcon Heavy payload capacity to GTO
vs LEO is ∼40%, so launch costs of $500/kg to
GTO are equivalent to ∼$200/kg to LEO. Further,
$200/kg is often cited, by SpaceX and others, as a
threshold beyond which launch could cease to be
the limiting cost factor for ambitious programmes
(28–30).

We compared the kg/kW solar power (bus and
payload) launched ratios for Starlink v2, Star-
link v1, OneWeb & Iridium satellites and found
that, if LEO launch prices drop to $200/kg, we
can project $/kW/y launched to LEO (“launched
power price”) could be ∼ $810/kW/y for a Star-
link v2-type constellation (amortized over satel-
lite lifetime), or ∼$810–7,500/kW/y if we in-
clude a broader range of satellites with different
mass/power ratios to serve varied use cases. For
comparison, current power spend for terrestrial
data centers in the US is reported to be ∼$570–
3,000/kW/y (depending on regional variation in
power price and operator power usage effective-
ness, or PUE (31–33)). Thus, if launch costs to
LEO reach $200/kg, then the cost of launch amor-
tized over spacecraft lifetime could be roughly

comparable to data center energy costs, on a per-
kW basis.

SpaceX launch pricing data and mass launched
from Falcon 1 to Falcon Heavy [Fig. 4] yields a
∼20% learning rate, meaning the price per kg falls
by ∼20% for every doubling of cumulative mass
launched (over all vehicle classes). If the learn-
ing rate is sustained—which would require ∼180
Starship launches/year—launch prices could fall
to <$200/kg by ∼2035. While this would be a
substantial achievement for SpaceX (particularly
given the technological discontinuity inherent in
switching to Starship), it is still far below stated
launch targets for Starship. Even if this launch
rate is reduced by ∼ 70%, prices could drop to
$300/kg in the same timeframe, which would still
have a substantial impact on feasibility of large-
scale constellations. Further, there is precedent
for a sustained ∼20% learning rate over multi-
ple decades in other advanced industries leverag-
ing mass-production (notably, solar panels) (34).
Given the long lead times required to reach scale
for this type of ambitious project, it’s strategically
beneficial to commence work on early milestones
in anticipation of projected price declines.
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kg
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Figure 4 | SpaceX payload mass launched by low-
est achieved price, inflation-adjusted, since the
first successful Falcon 1 launch, for progressive
rocket categories. Note major price discontinu-
ities at the introduction of Falcon 9 and Falcon
Heavy (35–37).

Alternatively, our analysis of Starship 4 pub-
lic specifications and data suggests that SpaceX
launch costs to LEO may drop to ≲ $60/kg (10×
component reuse); if SpaceX’s 100× component
reuse target were achieved, costs could reach
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≲ $15/kg. Assuming 10× reuse and even the
highest estimates of current SpaceX margins (up
to 75% (38)), launch price to customers would
drop to <$250/kg (although margins are cur-
rently supported by SpaceX’s near-monopoly and
hence likely to decrease with the anticipated entry
of competitors such as Blue Origin (39)). Real-
izing these projected launch costs is of course
dependent on SpaceX and other vendors achiev-
ing high rates of reuse with large, cost-effective
launch vehicles such as Starship.

3. Discussion

The results presented here are a first milestone
towards scalable space-based AI; subsequent mile-
stones involve testing aspects of the system in
space (other Google/Alphabet research initiatives,
such as Waymo and quantum computing, use sim-
ilar milestone-based approaches). These initial re-
sults are an encouraging first step in assessing the
feasibility of space-based ML compute at scale, ad-
dressing fundamental challenges in inter-satellite
communication, orbital formation control, radi-
ation hardness, and launch economics. Future
space-based experimental milestones should also
involve solutions for thermal management, high-
bandwidth ground communications, and on-orbit
reliability and repair strategies. In 4.4 we explore
further work on orbital dynamics modeling.
Effective thermal management is a critical op-

timization challenge for power-dense TPUs oper-
ating in a vacuum. Advanced thermal interface
materials and heat transport mechanisms, prefer-
ably passive to maximize reliability, are essential
to efficiently move large heat loads from the chips
to dedicated radiator surfaces.

Managing potential failures and (relatedly) in-
creasing reliability of compute in space will be
critical. Currently, failed TPUs are manually re-
placed by technicians, which is relatively simple
and low-cost on Earth, but obviously impractica-
ble in space. The simplest solution is redundant
provisioning. There are also promising research
programs aiming to increase system tolerance
to faults affecting networking, e.g. via reduced
communication (40).

Developing robust optical satellite-ground com-
munications will also be critical for scaled op-
eration, but will necessitate overcoming chal-
lenges including atmospheric turbulence, high-
speed relative motion errors, and precision beam
tracking. This is an active field of development
(41; 42) with the current leader, NASA’s Ter-
aByte Infrared Delivery (TBIRD) mission, demon-
strating 200Gbps ground-LEO communications
in 2023 (43).

Looking further ahead, while our proposed con-
stellation design is naturally suited for growing
clusters in space, unlocking the full potential of
compute in orbit will likely require new design
approaches for individual satellites. While we
anticipate launch costs continuing to decrease
as the industry scales, the floor on fuel price
means that there will always be an incentive to
minimize mass. Our system design work to this
point assumes a relatively conventional, discrete
compute payload, satellite bus, thermal radiator,
and solar panel design. However, as has been
seen in other industries (such as smartphones),
massively-scaled production motivates highly in-
tegrated designs (such as the system-on-chip,
or SoC). Eventually, scaled space-based comput-
ing would similarly involve an integrated com-
pute, radiator, and power design based on next-
generation architectures, such as computational
substrates based on neural cellular automata (44).
The TPU-based satellite cluster described here
and the preliminary results we describe are the
beginning of unlocking that potential. Realizing
the full scope of this ambitious vision will require
sustained research, iterative refinement of our
design, and the achievement of several critical
future milestones.

4. Methods

4.1. Orbital dynamics analysis

In order to establish potential feasibility of a given
formation flight proposal, it is generally useful
to start from some analytically tractable simpli-
fying model, such as the Hill-Clohessy-Wiltshire
equations (45), that describe orbital motion of a
satellite relative to a circular reference orbit in
a Keplerian approximation, to leading order in
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relative positions and velocities - or more refined
generalizations such as the Tschauner-Hempel
equations (for arbitrary eccentricity) (46) or Vinti
theory (47) (taking the J2 "earth oblateness" con-
tribution into account). If a promising approach
can be identified based on such analytic meth-
ods, it makes sense to then explore the nature
and magnitude of corrections caused by further
physical effects that are understood but more dif-
ficult to model analytically, in order to see if they
are compatible with reasonable mission delta-v
budgets. Here, the two main approaches are per-
turbation theory and numerics. They can be used
independently, such as to validate one another’s
predictions, and often also in conjunction. This
leads to advanced numerical methods for forma-
tion flight planning.
An overview over the relative importance of

non-Keplerian contributions to satellite accelera-
tion can be found in textbooks such as (48). For
formation flight, the most important question is
how various physical effects affect different satel-
lites in a close-proximity constellation differently.
At the envisioned altitude, the by far most impor-
tant such effect is expected due to the J2-term
of the geopotential, and potentially differential
atmospheric drag. Effects such as lunar tides will
be strongly suppressed by very small factors such
as 𝑟cluster/𝑑moon.
For this feasibility study, we determined

promising-looking formation flight patterns by
starting from the basic Hill-Clohessy-Wiltshire
approximation, then mostly handling the adjust-
ments needed to apply them to a sun-synchronous
cluster orbit perturbatively, and obtaining re-
sults via numerical simulation. Care needs to
be taken to retain good control of numerical ac-
curacy. With a model that only involves accel-
erations with numerically benign behavior, com-
puting orbits to centimeter accuracy vs. orbital
diameters of order-of-magnitude 107 meters re-
quires results to be correct to at least 9 decimal
digits. While the discrepancy between such nu-
merical modeling and real world physics may well
be substantially larger than this accuracy target,
having good numerical accuracy for models with
simplified physics matters for objectives such as
estimating the magnitude of some physical ef-

fect via a fully-numerical rather than a hybrid
numerical-plus-perturbative approach.
Fast and performant (such as GPU-based)

floating point arithmetics generally only sup-
ports up to binary64 floating point represen-
tations, which give us just short of 16 deci-
mal digits of precision. This strongly suggests
use of a high order ODE integration scheme.
For this exploration, we use the eighth-order
Runge-Kutta DOP853 method provided by SciPy’s
scipy.integrate.solve_ivp function.

4.2. Inter-satellite link analysis

The feasibility of high-bandwidth, short-range
ISLs was assessed through link budget analysis.
The achievable data rate of a photon-limited op-
tical link is directly proportional to the received
signal power, assuming a constant number of
photons-per-bit (PPB) required for a given modu-
lation scheme. In the far-field, it received power
scales inversely with the square of the distance
(𝑃𝑟 ∝ 1/𝑑2) due to beam divergence, for a fixed
transmitter power and aperture size. This rela-
tionship, and the resulting impact on maximum
bandwidth for different modulation schemes, is
plotted in Figure 1.

A survey of currently available and announced
commercial OISL technologies reveals they are
typically designed for link distances of thousands
of kilometers, offering maximum data rates rang-
ing from 1Gbps to 100Gbps. For example, Star-
link’s system operates at ∼100Gbps over dis-
tances up to ∼7500 km, limited by line of sight dis-
tances in LEO. These systems (shown in the lower
right of Figure 1) do not meet the multi-Terabit
per second requirements for tightly coupled ML
clusters.

Our approach leverages the enhanced link bud-
get at short distances to employ multi-channel
DWDM systems using high-spectral-efficiency co-
herent transceivers. These are commercially avail-
able, e.g. 400G transceivers using PM 16-QAM
modulation. Deploying these on a 100GHz ITU
frequency grid, a single aperture could support 24
channels (half of the C-band), yielding 9.6 Tbps
bidirectional bandwidth. A tighter 75GHz grid
spacing could potentially support 12.8 Tbps per
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aperture. Such transceivers typically require a re-
ceived power on the order of -18 dBm per channel,
totaling approximately 0.38mW for a 24-channel
system.

In the far field, the received signal power (𝑃𝑅)
is estimated using the Friis transmission formula
for free-space optics:

𝑃𝑅 = 𝑃𝑇 · 𝐺𝑇 · 𝐺𝑅 ·
𝜆

4𝜋𝑑2 · 𝐿other (1)

Where 𝑃𝑇 is the transmitted power (assumed to
be 5W from a commercial EDFA), 𝐺𝑡 and 𝐺𝑟 are
the transmitter and receiver antenna gain (both
105.1dB), 𝜆 is the wavelength (1.55µm), 𝑑 is
the inter-satellite distance, 𝐿other captures other
losses (3dB). The antenna gains correspond to
a ∼10 cm diameter telescope. The beam diver-
gence angle (𝜃) for a diffraction-limited aper-
ture at 1.55µm is approximately 𝜃 ≈ 1.22𝜆/𝐷 ≈
1.22 × (1.55 × 10−6m)/0.1m ≈ 18.9 𝜇rad. To
illustrate the power constraints of existing long-
range systems, consider a typical LEO-LEO link
distance of 5,000 km. At this distance, the beam
spot diameter is at least 95 meters, and the best
case received power 1.6µW.

For the short-range, high-bandwidth links cen-
tral to our spatially multiplexed design, a near-
field model provides a useful approximation. In a
symmetric confocal system where the beam waist
is located midway between the two transceivers,
the link distance (𝐿) for a given beam radius (𝑎)
at the optics is given by: 𝐿 = 2𝜋𝑎2/𝜆. For ex-
ample, for a 10 cm diameter beam at the optic
(𝑎 = 5 cm), and a wavelength of 1.55µm, the link
distance for this system is approximately 10 km
under best-case conditions (ignoring beam qual-
ity, aperture truncation and pointing jitter). This
near-field analysis also shows that at kilometer-
scale distances, minimum required aperture size
for a single link scales with the square root of
the distance. Consequently, more independent
links can be packaged into a fixed total area as
the distance decreases, causing the total band-
width available via spatial multiplexing to scale
inversely with distance.
The PPB requirements for different schemes

shown as lines in Figure 1, illustrating the
trade-off between distance and maximum achiev-

able bandwidth, were estimated as follows: On-
Off Keying (OOK): ∼20 PPB, (PM 16-QAM):
∼190 PPB, this coherent schemes requires higher
Signal-to-Noise Ratios. This compares to the
Shannon-Hartley Limit: ∼2.31 PPB (Calculated
in the infinite bandwidth, shot-noise limit as
2 × ln(2)/0.6, accounting for a 0.6 quantum ef-
ficiency (49)). We assumed the use of standard
C-band and L-band wavelengths, consistent with
mature DWDM technology.

4.3. TPU Radiation Testing Procedure

Facility and Beam: Testing was conducted at
the UC Davis Crocker Nuclear Laboratory, utiliz-
ing their 76-inch cyclotron to produce a 67MeV
proton beam. A large 8 cm diameter aperture
was used to ensure uniform irradiation of the
entire TPU package, including the logic die and
HBM stacks. Beam intensities ranged from 2pA
(∼2 rad/min) to 1 nA (1 krad/min).

Test Rig and Beam Path: A standard TPU sys-
tem was tested with heatsinks installed to permit
full-power operation. To avoid beam obstruction
by the primary topside heatsink, chips were irra-
diated from the underside. The proton beam tra-
versed the chassis (∼1mm Al), the printed circuit
board (PCB), and a secondary heatsink assembly
before reaching the silicon die, which is directly
bonded to the PCB. This secondary heatsink con-
sists of either approximately 3mm of copper or
10mm of aluminum.

Beam Energy Considerations: The range of
67MeV protons, calculated using the NIST PSTAR
database (50), is approximately 18mm in alu-
minum and 6.5mm in copper. Therefore, while
most of the proton flux will reach the die (con-
firmed by imaging through the heatsink assembly
with gafchromic film (51)), the energy spectrum
incident is not monoenergetic 67MeV but is lower
and spread out due to energy loss and straggling
within the heatsink material. Additionally, nu-
clear interactions within the heatsink materials
will generate secondary particles (neutrons, gam-
mas, etc.), contributing to the radiation environ-
ment experienced by the device under test.

Software Suite: Subsystems were stressed with
a diverse software suite to assess different vulner-
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abilities. This included memory stress tests target-
ing the High Bandwidth Memory (HBM) with var-
ious read/write patterns, compute-centric tests
focusing on the core tensor computation units
with minimal HBM traffic, and an end-to-end ML
workload running a transformer model to simu-
late realistic operational stress. The memory tests
were configured to log errors and continue, while
the compute-centric and end-to-end tests were
set to halt on the first significant error to establish
dose-to-failure thresholds.

Data analysis: To estimate proton-induced SEE
cross-sections, we used the beam characteristics
provided by the facility and dose measurements.
A dose of 1 rad corresponds to a proton fluence
of approximately 9.6 × 106 protons/cm2. The
per-chip cross-section (𝜎) was calculated as: 𝜎 ≈
1.04 × 10−7/𝐷 cm2/chip where D is the dose per
event in rad.
HBM was the most SEE-sensitive component,

primarily manifesting as uncorrectable ECC er-
rors (UECCs), causing test halts. The charac-
teristic dose for HBM UECC was approximately
44 rad per event (averaged over 203 events). This
corresponds to a cross-section of approximately
2 × 10−9cm2/chip. Core logic and on-chip SRAM
were more robust, with SEE-induced failures in
these systems occurring at approximately 150 rad
per event, yielding an approximate cross-section
of 7 × 10−10cm2/chip. System-level crashes, in-
dicative of Single Event Functional Interrupts (SE-
FIs), were observed on average once per 5 krad
of dose per chip. This translates to a SEFI cross-
section of approximately 2 × 10−11cm2/chip.
It is important to note that HBM correctable

error (CECC) counts were not reliably available
for this analysis, as single-bit CECCs are only
reported by the HBM firmware above a non-
configurable, vendor-specific threshold. Thus,
a precise in-test CECC to UECC ratio for HBM
could not be determined. Instances of data mis-
matches occurring without a corresponding UECC
flag were observed, suggesting Silent Data Cor-
ruption (SDC) at a rate of approximately one per
107 rad in one specific test run (averaged over 84
events). This suggests a cross-section of approx-
imately 8.3 × 10−10cm2 per HBM assembly for
this particular failure mode, though more data is

needed to solidify this estimate.

4.4. Launch cost analysis

We projected launch prices via two methods:
learning curve projection and analysis of planned
Starship 4 specifications and reuse targets. While
there is inherent uncertainty (e.g. in future reg-
ulatory obstruction, competitive dynamics from
new entrants into the launch market and unfore-
seen technical challenges), both methods support
our conclusion that reaching customer prices of
≲$200/kg by mid 2030s is plausible under rea-
sonable assumptions for reuse and cumulative
mass launched during the time. We stress that
the following is not intended as a comprehensive
economic feasibility study, but rather a high-level
evaluation of the potential for launch costs, specif-
ically, to affect the viability of our proposal.

Sustaining high learning rates over time is ob-
viously challenging, but there are multiple prece-
dents across other advanced industries, e.g. ship-
building and aerospace (56). In addition, solar
panels provide a particularly striking, canonical
example of a sustained ∼20% learning rate for
over 40 years (34).

Sustaining high growth in launched mass rates
(and attendant price decline) is unlikely with-
out large-scale, non-SpaceX commercial constel-
lations driving demand (57; 58). Scaling ML in
space would be one such use case, providing con-
sistent demand for Starship (or Starship-class)
launches.

Our learning curve analysis was based on pub-
licly available historical SpaceX data. When
Falcon 1 launched, SpaceX launch prices were
≳$30,000/kg (inflation adjusted) (59), dropping
to ∼$1800/kg for Falcon Heavy over the course of
<100 successful launches (60), or ∼400t cumula-
tive mass launched [Fig. 4]. The introduction of
Falcon Heavy yielded a precipitous price decrease
compared to Falcon 9, driven by improved eco-
nomics from a heavier launch. Note that learning
curve estimates are highly sensitive to input as-
sumptions (e.g. source for price data, or whether
the chosen starting point is the first successful
Falcon 1 launch, the Falcon 9 or even the reusable
Falcon 9 configuration), but a variety of choices
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Table 1 | Launched power prices for a range of LEO satellites

Satellite Mass
(kg)

Power
(kW)

Lifespan
(y)

Launched power
at $3,600/kg
($/kW/y)

Launched power
at $200/kg
($/kW/y)

Starlink v2 mini [opt.] 575 28 [est.] 5 $14,700 $810
Starlink v1 260 7 [est.] 5 $26,600 $1,470
OneWeb 150 (52) 0.8 (53) 5 $135,800 $7,500
Iridium 860 (54) 2 (55) 12.5 $124,600 $6,900

all yield results ∼18–24%.
Maintaining SpaceX’s ∼20% learning rate

(based on launched mass) through new gener-
ations of launch vehicles, reaching <$200/kg by
∼2035 would require launching ∼ 370, 000t ad-
ditional cumulative mass, equivalent to ∼1800
Starship launches (assuming 200t capacity (61)).
This is an ambitious target, but the required ∼180
Starship launches/year (on average, although
there will almost certainly be a ramp up period
in reality) would fall well below stated launch
rate targets (62). Conversely, reaching this target
is unlikely without Starship-like launch vehicles,
due to Falcon payload volume limitations.
As an alternative method, we calculated costs

(to SpaceX) for Starship 4, leveraging recently re-
leased reuse targets, as well as plans for payload
size, Raptor engine count and rocket dimensions
(63). Other inputs, e.g. refurbishment costs as a
fraction of vehicle costs (∼1% (64)) and failure
rates, were extrapolated from existing Falcon 9
data (38; 64; 65). Without assuming any reduc-
tion in fuel cost, component reuse drives down
projected SpaceX launch costs from ∼$460/kg
(no reuse) to <~$15/kg (100x reuse of all com-
ponents). Increasing refurbishment costs to 15%,
as a sensitivity analysis, yields costs of $38/kg
(100x reuse of all components). Eventually, fuel
costs (LOX and liquid methane for Starship), es-
timated at ∼$8/kg (66; 67), will provide a floor
on costs. We note that this analysis was based
on relatively conservative assumptions, e.g. not
including claimed efficiency improvements for
Raptor 4 vs Raptor 3 engines (68). We also ac-
knowledge the potential pitfalls of using Falcon 9
data to project trends for Starship, but the intent
is to provide an indicative projection based on

public data points, which we will update as more
information becomes available.
The primary ingredients to run compute are

power, infrastructure and chips. To compare an-
nualized cost per unit of power for space and
terrestrial data centers, we examine the launch
costs for several satellite types, in terms of $/kW
launched to LEO (“launched power price”). A
strict like-for-like comparison of satellite and ter-
restrial costs would require more precise costs for
satellite design, but we can make an approximate
comparison between data center power costs and
the launched power price. We do not include in-
frastructure or building costs, since this is distinct
from power, or chip costs, since these will arise
for both space and terrestrial configurations.
For the following analysis, we use current

launch price $3,600/kg, based on Falcon 9
(reusable configuration), since that is used for the
Starlink constellation, (69; 70) and “potential”
price $200/kg. Note that we based this analysis
purely on SpaceX data since they are by far the
leading launch provider. Other incumbent and
new entrants into the market (e.g. RocketLab and
Blue Origin) are likely only to hasten price de-
clines via competition and erosion of high SpaceX
margins (38).

Starlink is the best-in-class proxy, as the largest
constellation in orbit. The new v2 mini satel-
lites weigh 575kg (optimized design (71)). Exact
specifications have not been publicly released by
SpaceX, but photometric and other analyses yield
solar panel area ∼105m2 (72; 73). Assuming
22% solar panel efficiency, 1.361kW/m2 solar in-
solation and 90% packing area for square cells
(74–76), we obtain ∼28kW/satellite. Amortized
over a 5 year lifespan (77), we obtain a launched
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power price of $14,700/kW/y (current prices),
falling to $810/kW/y if launch drops to $200/kg.
We performed similar calculations for Starlink
1, OneWeb, Iridium NEXT and Apex satellites
(see [Table 1]), yielding a launched power price
range (for launch prices $200/kg to LEO) of $810–
7,500/kW/y. Note that this extremely large range
is at least partially driven by differences in use
case and resulting optimization priorities across
satellite programs, which in turn affects design
decisions and kg/kW ratio.
By comparison, terrestrial power costs for ML-

capable data centers in the US are reported to
be $0.06–0.25/kWh (31) and PUE ranges ∼1.09–
1.4 (32; 33), which yields annual power spend
of $570–3,000/kW/y. That is, if launch costs
reach ≲$200/kg, annualized cost per unit of
power in space could be approximately compa-
rable to terrestrial spend. If, instead, 104,000t
are launched (a 72% decrease from the above
target), prices could be ∼$300/kg by the mid-
2030s. The launched power price for a constel-
lation of Starship v2 mini satellites would then
be ∼$1,200/kW/y, still within range of terrestrial
annual power prices.
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Supplementary Information

Orbital dynamics modeling

Upper bounds on mission requirements (such
as delta-v requirements) can often be derived
from conservative estimates based on simplifying
models. When implementing a control model for
satellite cluster formation flight, accurate infor-
mation about satellite position and orientation,
precise models of predictable accelerations (due
to Earth’s known but irregular gravitational po-
tential, solar and lunar tides, etc.), and reason-
able models of noisy accelerations (such as due to
space weather- dependent atmospheric friction)
are indispensable: every in-principle-manageable
acceleration that is not included in the control
model will manifest as unexpected drift, increas-
ing overall mission delta-v requirements.
One promising approach towards imple-

menting formation flight control is to use
backpropagation-based techniques. This in gen-
eral starts from an objective function whose cal-
culation involves numerical ODE-integration that
utilizes the complete motion-state of all satel-
lites in the formation, and whose minimum de-
scribes a desirable target-state. This function
will in general accumulate (transient) violations
of the cluster being in a good configuration. If
the control—whose output can be understood
as a plan to drive actuators—is implemented in
terms of an algorithm with tunable parameters
(and may include a learned model), adjoint-state
methods can be used to backpropagate objective-
function gradients through ODE-integration, and
automatic differentiation (typically reverse-mode
AD) can then backpropagate gradients into model
parameters. Implementing such an approach is
greatly simplified by employing a Machine Learn-
ing framework such as JAX. This approach can
also handle higher-order derivatives via “differ-
entiable programming” approaches.
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